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Abstract—We study interaction between gradient-based
subcarrier allocation algorithms and TCP traffic sources in
a downlink single-hop OFDMA wireless system. Specifically,
we are interested in evaluating the maximum-rate (Max-
SNR), Proportional Fair (PF), and queue-based Max-Weight
(QBMW) subcarrier schedulers, in both non-iterative and
iterative versions, with long-lived TCP fluid traffic. Using
system throughput and the Jain’s fairness index as bench-
marks, our simulation results show that even when the users
are homogeneous, QBMW leads to suboptimal throughput
and extreme unfairness in the presence of TCP traffic. On
the other hand, when the users are heterogeneous, Max-SNR
is also unfair and gives suboptimal system throughput. How-
ever, in both cases, the iterative PF gives the best throughput
as well as the best fairness among all considered schedulers,
due to its slow variation in the subcarrier allocation, which
is preferred by TCP.

I. INTRODUCTION

The next generation of OFDMA-based wireless sys-
tems such as WiMAX is designed to serve Internet data
transmission which usually uses the Transmission Control
Protocol (TCP). TCP is designed to achieve reliable data
transfer and also provide an end-to-end congestion control
to avoid packet loss due to link congestion and buffer
overflow in intermediate routers. A TCP-controlled source
is a reactive source that generates traffic according to the
amount of ACKs received.

Both TCP congestion control and a wireless channel
scheduler at a base station are designed to give high
performance when they are considered independently [1].
They share the same common goals as regulating the
traffic in order to maximize channel utilization, minimize
packet loss, and provide QoS which is basically con-
sidered as fairness among users. However, they employ
different methods from different point of view. That is,
the scheduler perceives a view from a base station which
has queue length and channel gain of each user as basic
information. To achieve the maximum total throughput
without knowing the statistics of the arriving processes,
some wireless schedulers such as QBMW regulate traffic
by allocating more subcarriers to longer queues and fewer
subcarriers to shorter queues. On the other hand, the TCP
congestion control works from the view of users or hosts.
The congestion control of a host defines its throughput
according to the experienced packet losses. The data rate is
decreased when transmitted packets are lost and increased
when they are received successfully.

The interaction between these two traffic regulation
algorithms may conflict with each other and result in poor
performance. This has been shown in some recent works
(e.g., [1], [2], [3]). TCP is negatively affected by rapid
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Figure 1. System Overview.

bandwidth fluctuations which are common in adaptive
wireless systems with dynamic schedulers. Such fluctu-
ations are expected to be further amplified in OFDMA
systems, which are usually composed of many subcarriers.

Many OFDMA subcarrier scheduling algorithms have
been proposed (e.g., [4], [5], [6]) and analyzed but few
were evaluated with TCP traffic sources, while the studies
in [1], [3] involve both schedulers and TCP but the sched-
ulers are considered as non-iterative schedulers which
lead to overassignment of subcarriers. In this work, we
extend the concept of iterative schedulers presented in [6]
and evaluate their performance in the system involving
TCP traffic sources. The simulation results show that
iterative schedulers which tend to allocate the subcarriers
more evenly across users give better throughput and better
utilization of the assigned subcarriers. Other recent work
that studied iterative OFDMA schedulers includes [5].

The rest of the paper is organized as follows. The
system model is presented in Section II. The subsequent
sections elaborate two main components: the scheduling
algorithms in Section III and the TCP fluid model in
Section IV. Section V gives the simulation results. Section
VI concludes this paper.

II. SYSTEM OVERVIEW

Similar to the model used in [3], we consider a mixed
wired-wireless system shown in Figure 1, with K TCP
connections from wired sources to wireless users con-
nected to a single Base Station (BS). We associate a source
to each user. The wireless part which is the connection
bottleneck is a downlink single-hop N -subcarrier OFDMA
system. The system bandwidth BW is divided into N
OFDM subcarriers. At the beginning of each allocation
frame, the subcarriers are allocated to the TCP sources,



according to some scheduling algorithm described in Sec-
tion III. The centralized subcarrier scheduler at the BS
has perfect knowledge of both the queue backlogs and
the channel states. During each allocation frame, each
subcarrier can be allocated to at most one user.

At the BS, there are K first-come-first-served queues,
one for each TCP source, to buffer the data that cannot
be transmitted immediately. Each queue can store up to B
packets. Packets have a fixed size and for simplicity are
assumed to be served in any fraction. Packets that arrive
when the buffer is full are discarded. The TCP sources are
assumed to be long-lived and in saturation. TCP SACK
Reno is assumed. The TCP sources are modeled by the
TCP fluid model described in Section IV. By discrete-time
approximation, the continuous time in the fluid model is
sampled into discrete timeslots. The TCP dynamics happen
at the start of each timeslot. We assume that the allocation
frame contains Ta timeslots.

The channel gains are assumed constant during an
allocation frame but changes at the beginning of the
allocation frames. In other words, at the beginning of the
k-th allocation frame (i.e., at time kTa), the channel gain
of user i at subcarrier j, Hij [t], is equal to Hij [kTa] for
all timeslot t ∈ [kTa, (k + 1)Ta). In addition, Hij [kTa],
for i = 1, . . . ,K, j = 1, . . . , N, k = 0, 1, . . ., are
i.i.d. Rayleigh random variables with parameter �i. With
perfect channel estimation at the receiver and equal power
allocation over all OFDM subcarriers, the feasible number
of packets that could be served from queue i by subcarrier
j during timeslot t is related to the channel gain as

Cij [t] = 
BW

N
log2

(
1 + 0.56

P

N
∣Hij [t]∣2

)
, (1)

where P is the total transmit power of the base station,
the value 0.56 takes into account the non-ideal modulation
and coding [4], and  is the ratio of the number of OFDM
symbols/timeslot over the packet size (in bits).

III. SUBCARRIER ALLOCATION ALGORITHMS

The function of the schedulers is to assign at the
beginning of allocation frame k, the assignment matrix
[sij [t]]K×N , where sij [t] = 1 means subcarrier j is
allocated to user i at any timeslot t during that allocation
frame. From (1), the total feasible number of packets
of user i served during timeslot t is given as Ci [t] =∑N
j=1 sij [t]Cij [t].
To extend the work in [4], [6] to TCP sources, we study

the same class of subcarrier allocation schedulers, called
gradient-based schedulers. The gradient-based schedulers
are defined such that, at timeslot tk = kTa, the beginning
of allocation frame k, the scheduler selects an assignment
matrix maximizing a weighted sum of the rates at alloca-
tion frame k, i.e.,

max
[sij [tk]]K×N

K∑
i=1

�i[tk]Ci[tk], (2)

where �i[tk] is the weight which will define the degree
of dependence to running-average throughput or queue
length. Specifically, we consider

�i[t] =

{
(Wi[t])

�−1, � ∈ [0, 1] ,
(Qi[t])

�−1, � > 1,
(3)

where Wi[t] and Qi[t] are the running-average through-
put and the queue length of user i, respectively, at the
beginning of the allocation frame.

The dynamics of the running-average throughput are

Wi[(k + 1)Ta] = �Wi[kTa] + (1− �)aCi[kTa], (4)

and the queue dynamics are

Qi[t+ 1] = min (B,Qi[t] +Ai[t]− Ui[t]) , (5)

where � ∈ [0, 1] indicates the degree of dependence to
the current running average and Ai[t] and Ui[t] denote the
number of packets arriving to and departing from queue i
of TCP source i during timeslot t, respectively. The values
of Ai are dictated by TCP source i and described further
in Section IV.

Note that, setting � = 1 in (3) gives a Max-SNR rule
which maximizes the total feasible throughput for each
timeslot, while setting � = 0 results in the Proportional
Fair (PF) scheduler which provides fairness among users.
The value of � = 2 provides a typical QBMW scheduler.

For queue-based schedulers like QBMW, within the
same allocation frame, the weight �i in (2) which depends
on Qi should decrease as subcarriers are assigned to user i.
In addition, as subcarriers are assigned to queues, the
running-average-throughput schedulers should also take
into account the reduced queue lengths, although they do
not update the weights Wi[t], to avoid further assignment
of subcarriers to queues that are already served up. We
call the schedulers that iteratively take into account the
gradual reducing queues, iterative schedulers, while those
that do not, non-iterative schedulers.

A. Non-iterative schedulers

The non-iterative schedulers do not update the weights
�i[t] in (3) as subcarriers are being assigned to users.
Each subcarrier j is allocated one by one to the user with
the largest value of �i[t]Cij [t]. At the beginning of each
allocation frame, any user who has no data in the queue
cannot be assigned any subcarrier. Since the weight �i[t] is
constant during the assignment process, the allocation can
be implemented in any order of subcarriers. In addition,
we assume that non-iterative schedulers do not iteratively
reduce the queue lengths as subcarriers are sequentially
assigned.

B. Iterative schedulers

Since the non-iterative schedulers cause an overas-
signment and hence degrade the system performance, a
heuristic iterative version of QBMW was proposed in [6].
The iterative schedulers allocate subcarriers one by one
and the queue lengths are updated as subcarriers are being
assigned. For QBMW, the weight �i[t] is also updated.
In this work, we also consider an iterative version of PF
and Max-SNR rules which reduce the queue lengths as
subcarriers are being assigned and do not assign further
subcarriers to any user with empty queue.

Note that the iterative schedulers incur a negligible extra
computational cost, compared to the non-iterative version
because, at each allocation frame, it requires at most N
extra updates of the queue lengths.



IV. TCP FLUID MODEL

We simulate the TCP connection behavior with a fluid
model, similar to [2], [3]. This model is shown to give
good accuracy with low computational cost. Here we
assume that packet loss is only due to buffer overflow and
each TCP source has an infinite amount of data packets
to transmit.

For simplicity we look at a TCP connection to describe
its fluid model. We assume the wireless link as a bottleneck
link which has channel capacity C[t] (packets) during
timeslot t. At the beginning of timeslot t, the congestion
window is denoted by cwnd[t], the queue length is Q[t].
The amount of fluid entering and leaving the bottleneck
queue (at the base station) in the interval [t, t + 1) are
denoted by A[t] and U [t]. The round trip time (RTT )
is denoted by Tm in terms of timeslots. Generally, we
have Q [t+ 1] = min{B,Q [t] + A [t] − U [t]}, and
U [t] = min{C [t] , Q [t] +A [t]}.

The TCP model can be represented by the state diagram
depicted in Figure 2. A TCP connection begins with Slow
Start (SS) state, where cwnd [t+ 1] = cwnd [t] + U [t −
Tm], and A [t] = 2U [t− Tm], until cwnd[t] ≥ sstℎresℎ.
Then the TCP state is moved to Congestion Avoidance
(CA) state where cwnd [t+ 1] = cwnd [t]+ U [t−Tm]

cwnd[t] , and

A [t] = U [t−m] + U [t−Tm]
cwnd[t] .

In the CA state, the queue grows and eventually a
loss event occurs when Q[t + 1] > B. Let t∗ denote
the timeslot where the loss event occurs. Loss Unaware
(LU) is the state where the TCP source does not realize a
loss of packet yet. That is, the LU state is from t∗ until
t∗ + mLU where mLU is the smallest index satisfying
t∗+mLU∑
�=t∗

U [� ] ≥ Q[t∗]. Let cwndf be cwnd[⋅] at the end

of the LU state.
Then, the Fast Retransmit (FRx) state which has A[t] =

0 lasts until the amount of fluid drained out is b⋅cwndf
where b ∈ (0, 1). Finally,the Fast Recovery (FRc) state
which has A[t] = U [t − Tm] ends when the rest
(1 − b)cwndf fluid got out of the queue. At that point,
cwnd[t] = (1−b)cwndf and sstℎresℎ← (1−b)sstℎresℎ
and CA is resumed. If the loss recovery states (FRx and
FRc) take longer than 5RTT or 5Tm, the Timeout event
is activated and TCP state is back to SS where cwnd = 1
and A = 1.

V. SIMULATION RESULTS

The simulation is performed using MATLAB, with N =
16 subcarriers, the average SNR of 10 dB per subcarrier,
and the buffer size B = 1, 000 packets. The RTT is
assumed to be constant for each TCP connection at 100
timeslots where the allocation frame duration Ta is 10
timeslots. Each simulation run is done over T = 30, 000
timeslots. The simulation begins with the SS state of
the TCP which results in a low capacity utilization and,
by observation, the SS state approximately takes 3, 000
timeslots. After a loss occurs, the sstℎresℎ is set to half
of cwndf (b = 0.5). To determine the running-average
throughput Wi(t) as in (4), � is set to 0.9.
A. Homogeneous Users with Different Starting Time

In this scenario, we let K = 16 users. The users
are divided into two groups that start connection in the

SS CA 
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Figure 2. TCP state diagram.
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Figure 3. Homogeneous users with different starting time: Average total
throughput in each group.

different time, i.e., Group 1 (user 1 to 12) starts at
timeslot t = 1 while Group 2 (user 13 to 16) starts
late at timeslot t = 5001. Figure 3 shows the average
throughput per timeslot per users in the same group for all
schedulers. Both non-iterative and iterative QBMW rules
show extremely unfair allocation between groups. This
confirms the observation in [1], [3] that TCP sources in
Group 1 which start earlier than those in Group 2 tend
to have longer queue lengths due to larger congestion
windows and hence are assigned more subcarriers, making
them more advantageous than those sources in Group 2
who are starved of bandwidth.

B. Heterogeneous Users

Again we consider K = 16 users but now every TCP
source starts at timeslot 1. The users have heterogeneous
channels, i.e., Group 1 (user 1 to 8) has lower average
channel gain, which is Rayleigh distributed with � = 1/2,
while Group 2 has better average channel with � = 1/

√
2.

As shown in Figure 4, PF and QBMW provide better
fairness among the two groups than Max-SNR. Although
the channel SNR of group 2 is better than that of group 1
by 40%, the non-iterative Max-SNR gives Group 2 about
5 times more throughput, while the iterative Max-SNR can
improves the fairness but still rather unfair.

C. Varying Number of Heterogeneous Users

Here we vary the number of users in the system
from K = 2 to 32 users, while keeping the number of
subcarriers at N = 16. The users have heterogeneous
channels where the users are uniformly located in the
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Figure 4. Heterogeneous users with same starting time: average total
throughput in each group.
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Figure 5. Varying number of heterogeneous users: average total
throughput over time.

circle with the BS at the center. All TCP sources start
connection at the same time. We perform 10 independent
simulation runs. Figures 5, 6, and 7 show the average
total throughput per timeslot, Jain’s fairness index, and the
average utilization which is the ratio of the actual through-
put over the feasible (assigned) capacity, respectively. The
Jain’s fairness index is a fairness benchmark defined as

FI =

(
K∑
i=1

Ri

)2

/

(
K ⋅

K∑
i=1

R2
i

)
, where Ri is the total

throughput of user i.
In Figure 7 the iterative version of any scheduler as

expected gives better utilization than the non-iterative
version of that same scheduler. Interestingly the iterative
QBMW gives the best utilization due to the combination
of iterative scheme and the fact that QBMW prefers
serving longer queues and hence overassignment occur
less often. With respect to the total system throughput and
the fairness index, the iterative PF is the best scheduler.
The PF scheduler is suitable to TCP traffic because, by
maintaining the throughput to be near the running-average,
the PF scheduler tends to give small variation in the
capacity allocation. This is appreciated by TCP which
adjusts the transmission rate slowly.

VI. CONCLUSION

In this paper, we apply a TCP fluid model to study the
interaction with PF, Max-SNR, and QBMW scheduling
algorithms, in both non-iterative and iterative versions. The
iterative schedulers can achieve higher throughput, better
fairness, improved capacity efficiency. Specifically, the
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Figure 6. Varying number of heterogeneous users: Jain’s fairness index.
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Figure 7. Varying number of heterogeneous users: utilization.

QBMW and its iterative version are not suitable to work
with TCP traffic because of the extreme unfairness. The
Max-SNR utilizes the multiuser diversity gain but cannot
achieve good total throughput, unlike when it operates
with non-responsive traffic. The iterative PF provides high
throughput along with fairness, independent of the multi-
user diversity and connection starting time.
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