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Abstract

In this thesis, we study time synchronization problem in multi-hop wireless sensor networks. Specifically, we perform a simulation-based study of the Adaptive Multi-Hop Time Synchronization (AMTS) protocol proposed by Noh et al [1] for different network topologies. AMTS is an extension of the Timing-sync Protocol for Sensor Networks (TPSN) protocol [2] and aims to increase the energy efficiency of time synchronization in large-scale and long-lived multi-hop wireless sensor networks.

Given that AMTS has been analyzed for some simple topologies like chain networks, here we analyze AMTS for more general two-dimensional topology such as grids. We also look at the effect of key parameters of AMTS such as re-sync period, the number of beacons per pairwise synchronization, and the synchronization mode. The performance metrics we look at are synchronization error, overhead, and energy consumption.

We perform our simulation using the OMNeT++ simulator. Our simulation results show similar results as what have been found earlier with the chain topology. Specifically, we found that: i) For all topologies, as the network size increases, all three performance metrics get worse; ii) When the re-sync period increases, the timing error becomes worse while the overhead and energy consumption are better; and iii) For the amount of sensing activity assumed in the simulation, all three performance metrics are better for the session-initiated (SI) mode, compared to the always-on (AO) mode.
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Chapter 1

Introduction

1.1 Motivation

Distributed systems such as wireless sensor networks (WSNs) maintain the clocks of their nodes in such a way that the clocks are in synchronization. This synchronization is one of the most complex problems in WSNs [3].

Time synchronization is required in sensing time-sensitive physical quantities (e.g., pressure, humidity, temperature), in controlling time-sensitive actuators (e.g., solenoid, electric motor), or in data gathering and transmission. The need for unobtrusive and remote monitoring is the main motivation for deploying a WSN [2].

Time synchronization algorithm allows different nodes to automatically time synchronize with other nodes. In these algorithms, nodes do not need to pre-configure to access particular root or coordinator node: they can self-configure to find the best facility (e.g. node routing, time synchronization, mode selections) on-demand. This is valuable in WSNs as such network can be highly dynamic (mobility and failure of nodes). Ordinarily, time synchronization can be performed in a topological structure, with a coordinator node broadcasting sync packets (beacon) to end device nodes in a network. Many protocols and algorithm have been developed for time synchronization in WSN (for example, [2, 1, 4, 5, 6]).

In this thesis, we study an adaptive multi-hop time synchronization [1] in wireless sensor networks which typically have resource-constrained nodes. These nodes collectively sense the environment and deliver the sensed data to some collector nodes. The nodes have limited hardware capabilities, therefore extra communication packet inside the protocols are designed to give optimization for performance given the pressure. One limitation is on-board clocks: nodes may not have a separate hardware clock, with the clock only implemented as a counter in software. The result is that clocks on sensor nodes may be highly inaccurate; manufacturing tolerance, age, temperature, pressure and other factors may effect to different clock rates on different component of sensors [4].

1.2 Problem Statement

A key component in WSNs is time synchronization protocol. A popular method for time synchronization is the pairwise synchronization [7], where a node (node A) is synchronized to another node (node B) by exchanging timing messages node. Node A calculates the clock offset of it own clock to the clock of node B and adjusts the clock offset accordingly, so that both nodes are in sync. Several protocols (such as [8]) have been designed for WSNs and support pairwise synchronization so that the whole network is in synchronization with a reference node.
A popular protocol for WSNs is Timing-Sync Protocol for Sensor Networks (TPSN) \[9\]. The protocol starts with a level discovery phase to assign each node with a level which turns the network into a hierarchical structure for performing time synchronization in the second phase. In the second phase, pairwise synchronization is applied from a node to a node in a lower level, such that eventually all nodes are synchronized to the reference node.

There are many time synchronization protocols that extends TPSN, such as \[10, 11\]. Some authors proposed adaptive-clock synchronization protocols, such as \[8, 12, 1\], that optimize the network synchronization protocol with the aim of achieving a specific synchronization accuracy with minimal energy consumption.

In this thesis, we are particularly interested in the Adaptive Multi-hops Time Synchronization (AMTS) protocol \[1\]. AMTS significantly extends TPSN with the goal of minimizing the overall energy consumption in large-scale and long-lived network. For long-lived network, the synchronization must be done regularly and due to the drift (called skew) of the local clocks, it is wise to estimate and adjust for the clock drift as well. The period for re-synchronization can be dynamically adjusted. In addition, for large-scale networks that have many nodes, usually only a small subset of nodes are active in transmission of sensed data. Hence, only these nodes are required to be kept in sync with the reference node, while the other nodes can be left out of sync. That means for large-scale networks, we may not need to perform network-wide synchronization for every nodes.

An important design trade off for time synchronization protocols is that of clock accuracy versus network traffic overhead and energy consumption. Keeping the clocks of all nodes synchronized with a reference node can require significant traffic in the network, which in turn requires energy consumption for packet transmission and reception. Although for small, simple network topologies (e.g., a chain) the overhead can be tolerable, as networks grow, the overhead may be too much for most applications.

1.3 Aims of the Thesis

In the original work proposing the protocol \[1\], AMTS has been analysed for a chain topology. Similarly, TPSN, which AMTS is based on, has been analysed for a chain topology as well but with larger number of nodes (50 nodes) \[4\]. However, the network topologies found in WSNs are more general than the chain topology.

Hence, in this thesis we are interested in studying performance of AMTS in a more realistic network topology such as grid. Compared to the chain topology which is considered as one-dimensional form, the grid topology is two-dimensional form.

The reason we want to study a two-dimensional node distribution such as the grid topology is as following. There are multiple nodes with the same synchronization level in the hierarchical structure after the Level Discovery Phase. This means during the Synchronization Phase there might be collision when multiple nodes perform the pairwise synchronization at the same time. This may result in more overhead and more energy consumption. In addition, there is more flooding and collision during the Level Discovery Phase.

Although there are many performance metrics to measure performance of a synchronization protocol, in this thesis we look at three performance metrics: synchronization error, overhead, and energy consumption, for the different network topologies. We also consider the effect of the location of the reference node and the key parameters of AMTS.
1.4 **Scope of the Thesis**

The focus of this thesis is in multi-hop time synchronization in WSNs, specifically evaluating the performance of AMTS. Here is the main scope of the study of our thesis:

1. We perform simulation-based study of AMTS in two different topologies: chain and grid.
2. The location of the time reference node is at the boundary in the chain topology and at the boundary and center for the grid topology.
3. The network sizes vary from 2 to 26 nodes.
4. We look at three performance metrics: synchronization error, overhead, and energy consumption.
5. Heterogeneous devices with a mix of CPU and clock capabilities are not considered. Our focus is on a simple, typical WSN with all devices having the same capability.

1.5 **Contributions of the Thesis**

We hope that our thesis provides the following contribution:

1. A better understanding of the time synchronization protocols in multi-hop wireless sensor networks, specifically the TPSN and AMTS protocols. The reader might get a better understanding how the protocols work and the effects of some key parameters such as re-sync period and synchronization modes.
2. Simulation of AMTS protocol using OMNeT++ simulator. OMNet++ is publicly available and a useful tool to model many wireless network systems and protocols.
3. Comparison of some important performance metrics, which are synchronization error, overhead, and energy consumption.

1.6 **List of Publication**

The research leading to this thesis has been published in an international conference:

1.7 Thesis Organization

The rest of thesis is organized as follows:

In Chapter 2, we provide background and details on time synchronization in WSNs. We discuss the pairwise synchronization protocol which is important for time synchronization in wired and wireless networks. Then we move to time synchronization over multi-hop wireless networks and specifically discuss the TPSN protocol and the AMTS protocol which is based on TPSN and the specific time synchronization protocol we study in our thesis.

Next in Chapter 3, we discuss in details the different network topologies and performance metrics we use for studying of the performance of AMTS. We also gives the parameters of AMTS we use for simulation on the OMNet++ simulation tool.

The simulation results are given in Chapter 4. There we discuss what we have found from our simulation.

Finally, Chapter 5 provides a summary of the thesis and discusses some possible future work.
2.1 Wireless Sensor Networks

Advances in micro-electro-mechanical systems (MEMS) technology, wireless communications, and digital electronics have enabled the development of low-cost, low-power, multifunctional sensor nodes that are small in size and communicate untethered in short distances. These tiny sensor nodes, which consist of sensing, data processing, and communicating components, leverage the idea of sensor networks based on collaborative effort of a large number of nodes [4].

A wireless sensor network consists of spatially distributed autonomous devices using sensors to monitor physical or environmental conditions. A WSN system incorporates a gateway that provides wireless connectivity back to the wired world and distributed nodes.

Some important characteristics of WSNs are as following:

1. Tolerance to node failures: Some sensors are limited in mobility and may fail or be blocked or loss battery energy by physical or data attacks.
2. Scalability: Some networks may be scaled as large as thousands nodes.
3. Dynamic network topology: Nodes may be highly mobile. Some nodes can become malfunction due to hardware failure or battery depletion.
4. Hardware constraints: Most sensors are small in size and are battery operated. As a result, CPU processor, memory and storage are typically very limited. Also, wireless communication data rates and duty cycles are limited.
5. Production cost: Sensor nodes are cheap and built with decent hardwares. The concept is that a mass of cheap sensors is better than a few of expensive sensors.
6. Energy consumption: Divided into two parts, one is that related with a adjustable power of transmission, and another is relative power consumption of the remaining circuit for communication system in WSNs [8].
7. Data transmission: Operation in networks for processing to send, store, and receive data in a essential way [13].
2.2 Time Synchronization in WSNs

2.2.1 Motivation for Time Synchronization

Wireless sensor networks (WSNs) consist of resource-constrained nodes that collectively sense the environment and report back to central nodes or servers. The nodes have limited hardware capabilities, therefore specialize communication protocols are designed to give optimal performance given the constraints. One limitation is on-board clocks: nodes may not have a separate hardware clock, with the clock only implemented as a counter in software. The result is that clocks on sensor nodes may be inaccurate; manufacturing tolerance, aging, temperature, pressure and other factors may lead to different clock rates on different sensors [1]. Hence researchers have developed time synchronization protocols for WSNs.

Time synchronization is an important issue in multi-hop ad hoc wireless networks such as sensor networks. Many applications of sensor networks need local clocks of sensor nodes to be synchronized, requiring various degrees of precision. Some intrinsic properties of sensor networks, such as limited resources of energy, storage, computation, and bandwidth, combined with potentially high density of nodes make traditional synchronization methods unsuitable for these networks. Hence, there has been an increasing research focus on designing synchronization algorithms specifically for sensor networks. This article reviews the time synchronization problem and the need for synchronization in sensor networks, then presents in detail the basic synchronization methods explicitly designed and proposed for sensor networks [14].

Synchronization of Timing is computer science and engineering majors, that is focus in coordinate otherwise independent clocks. Alike when collection set accurately, real clocks will diverge after some amount of time as clock drift, caused by clocks counting time at slightly different rates [15].

However, we focus the part of significant profit and more traditional distributed systems, that we can easily and efficiently deploy time servers. Moreover, most machines can contact each other, following for an almost simple diffusion of information. These assumptions are no longer valid in many wireless networks, evident sensor networks. Nodes are resource constrained, and multi-hop routing is lavish. In addition, it is often important to optimize logic for energy consumption. These and other observations have led to the design of very different clock synchronization algorithms for wireless networks. In the following, we consider one specific solution in the AMTS protocol.

Time synchronization is a procedure for providing a common notion of time across a distributed system. It is crucial for WSNs when they perform a number of fundamental operations, such as:

1. Data fusion
   Data merging is a major operation in all distributed networks for processing and integrating the collected data in a meaningful way, and it requires some or all nodes in the network to share a common time scale.

2. Power management
   Energy efficiency is a key factor when designing WSNs since sensors are usually left unattended without maintenance and battery replacement for their lifetimes after deployment. Most energy-saving operations strongly depend on time synchronization. For instance, duty cycling (sleep and wake-up modes control) helps the nodes to save huge energy resources by spending minimal power during the sleep mode. Thus, net-
work wide synchronization is essential for efficient duty cycling and its performance is proportional to the synchronization accuracy.

3. Transmission scheduling
Many scheduling protocols require time synchronization. For example, the time division multiple access (TDMA) scheme, one of the most popular communications schemes for distributed networks, is only applicable to a synchronized network.

4. Miscellaneous
Many localization, security, and tracking protocols also demand the nodes to time stamp their messages and sensing events. Therefore, time synchronization is one of the most important research challenges in the design of energy-efficient WSNs.

2.2.2 Pairwise Synchronization

A key component of WSN time synchronization protocols is pairwise synchronization (see [7,2]), where a sender node and receiver node exchange synchronization messages such that one can calculate the clock offset between the two nodes and adjust its clock accordingly so that it is synchronized with the other node.

Specifically, as shown in Fig. 2.1 suppose node A wants to synchronize with node B. A and B follow the following steps:

1. Node A sends a synchronization pulse packet (sometimes referred to as “beacon”) containing the time stamp $T_1$, which is the time this packet is sent from A and measured by the local clock at A.

2. Node B receives this packet at time $T_2$ which is measured by the local clock at B. Hence,

$$T_2 = T_1 + \Delta + d$$

(2.1)

where $\Delta$ is the clock offset at B relative to A (i.e., the time at B is $T_1 + \Delta$ while it is $T_1$ at A) and $d$ is the propagation delay between the two nodes.

3. Node B sends back an acknowledgement packet at time $T_3$, measured by the local clock at B. The packet contains the times $T_1, T_2$ and $T_3$.

4. Node A receives the packet at time $T_4$, measured at his local clock. That is,

$$T_4 = T_3 - \Delta + d$$

(2.2)

since the time, measured by the local clock at A, that the ack packet is sent is $T_3 - \Delta$. Here we assume that the clock offsets and the propagation delays from A to B and B to A at the two different times $T_1$ and $T_3$ stay unchanged.

5. Given the knowledge of $T_1, T_2, T_3$, and $T_4$, node A can calculate the clock offset, from (2.1) and (2.2), as

$$\Delta = \frac{(T_2 - T_1) - (T_4 - T_3)}{2}$$

(2.3)

and the propagation delay as

$$d = \frac{(T_2 - T_1) + (T_4 - T_3)}{2}$$

(2.4)
With the clock offset $\Delta$, node A can adjust its local clock forward by $\Delta$ and now it is in sync with node B.

Note that since the node A who will adjust the clock offset is the one who sends the synchronization pulse packet, this approach of synchronization is called the sender-receiver synchronization approach.

An alternative approach for synchronization in wireless environment where multiple receivers can overhear the same transmission from a node is the receiver-receiver synchronization. An example of protocols using this receiver-receiver synchronization approach is Reference Broadcast Synchronization (RBS) [16].

2.2.3 Time Synchronization over Multi-hop Wireless Network

In small wireless networks, all nodes can directly talk and perform pairwise synchronization to the reference (root) node. Each node takes turn (to avoid collision) sending beacon to the root node, receives the acknowledgement packet from the root node, and determines and adjusts its clock offset to be sync with the root node.

However, in large networks where some nodes cannot talk directly to the root, pairwise synchronization can be done in multiple stages. Conceptually, in the first stage the nodes that can directly talk to the root synchronize their clocks first. In the next stage, other nodes than can talk to this first level of nodes can perform their own pairwise synchronization to some of the first-level nodes and become in sync with the first-level nodes and the root. This is sequentially done until all nodes are in sync.

This is the concept of Timing-sync Protocol for Sensor Networks (TPSN) [2]. TPSN protocol is divided into two phases: Level Discovery Phase and Synchronization Phase.

Level Discovery Phase

The level discovery phase is performed at the start of the network operation to assign levels to each node. The idea is that the root/reference node is level 0, its 1-hop neighbors are level 1, its 2-hop neighbors are level 2, and so on. The steps whose flowchart is shown in Fig. 2.2 are as following:

1. If the root node is not selected, select a root node using an appropriate leader election algorithm. Assign a zero level to the root node.
2. The root node initiates this phase by broadcasting a level discovery packet (LDP) containing the identity and the level of the sender (i.e., level 0).

3. The immediate neighbors of the root node receive this packet and assign themselves a level that is one greater than the level they have received, i.e., level 1.

4. After establishing its own level, each node broadcasts a new LDP packet containing its own level.

5. This process is continued until every node in the network is assigned a level.

A simple flooding algorithm or more sophisticated but efficient minimum spanning-tree algorithms can be used to broadcast LDP packets. To avoid flooding congestion, after a node has been assigned a level, it ignores any future LDP packets.

An example of how the level assignment works out is shown in Fig. 2.3 for a 5-by-5 grid network and a root node on top of the grid. In this example, for convenience we assume the transmission range is just enough to cover only the adjacent neighbors of the sender. The
number in each node shows its assigned level. The levels are 0 to 7 in this example. The arrows illustrate the flow of the LDP packets. We show the arrows only for the center column just for illustration. In reality, there are three arrows out from the level-1 node, for example.

**Synchronization Phase**

In this phase, the sender-receiver pairwise synchronization as discussed in Section 2.2.2 is performed for every edge (or branch) of the hierarchical structure established in the earlier phase. A node, say node A, in level $i$ sends out a beacon (a sync pulse packet) containing the identity, level, and timestamp $T1$. Due to established hierarchical structure, it is guaranteed that a node in level $i-1$, say node B, is a neighbor of node A and will receive the packet and send back an acknowledge packet with the times $T1$, $T2$, and $T3$. The originator node A in level $i$ can thus calculate the clock offset $\Delta$ and adjusts its own clock to that of node B.

The steps in this phase are as following:

1. The message exchanges in this phase starts with the root node broadcasting a *time-sync* packet.
2. On receiving this packet, nodes belonging to level 1 wait for some random time before they initiates the pairwise synchronization message exchange with the root node. This randomization is to avoid the contention in medium access.
3. On receiving back an acknowledgement, these nodes adjust their clock to the root node.

4. The nodes in level 2 will overhear this message exchange and back off for some random time before they start their own pairwise synchronization message exchange. This randomization is to make sure that the nodes in level 2 start the synchronization after the nodes in level 1 have already become synchronized with the root node.

5. This process is carried out until every node in the network is synchronized to the root node.

Note that in real sensor networks, packet collisions can happen often and retransmission of the beacon is necessary.

Fig. 2.4 illustrates the pairwise synchronization for the center column of the same 5-by-5 grid network in Fig. 2.3. In this example, there is only one node in level 1. When this node receives the time-sync packet of the root node (node 0), it sends out an LDP packet. The root node and all three level-2 nodes hear the packet but only the root node responds with an acknowledgment packet, while the level-2 nodes wait random time before starting their own pairwise synchronization with the level-1 node.
2.3 Adaptive Multi-Hop Time Synchronization

2.3.1 Motivation

In real hardwares and system, the clock of a sensor node typically drifts over time which makes the clock offset (the $\Delta$ in Section 2.2.2) varies over time and need to be estimated from time to time. Hence, synchronization must be done periodically to keep the synchronization error within a limit specified by the application.

To lengthen the re-sync period, which is the period where a synchronization happens, it would be better to estimate the rate that the clock drift. This rate is called clock skew rate. While the offset of two clocks is the actual time difference between them, the skew is the frequency difference between them [8].

For example, suppose the clock skew rate of node A relative to node B is kept fixed at 5 ms/s, then if two clocks are in sync initially at time 0, then at time 2 seconds later, the clock at A shows 2.010 s while that at B is 2.000 s. If we know this skew rate, we can simply adjust the clock at A automatically to compensate for such change. Thus, correct estimation of the skew rate makes the two clocks in sync for a longer duration and hence the re-sync period can be significantly extended. The estimation of the skew must be done regularly since in reality the skew is also not constant over time.

To be able to estimate the skew rate, we need to do the pairwise synchronization multiple times so that we know how the clock offset changes over time. However, this requires more number of messages exchanged and hence more energy consumption from the already-constrained battery of the sensor node.

There have been many proposed protocols to estimate the skew rate and enhancing the energy efficiency of the synchronization process, such as [8, 10, 12, 1].

2.3.2 AMTS

In this thesis we are interested in studying the Adaptive Multihop Timing Synchronization (AMTS) protocol [1] in different network topologies. AMTS is a time synchronization protocol that enhances TPSN to be more energy efficient for large-scale and long-lived sensor networks.

AMTS has several adaptive features such as adjusting the synchronization mode, the period of network-wide timing synchronization (called the re-sync period), and the joint clock offset and skew rate estimation in order to increase the re-sync period and achieve long-term reliability of synchronization. AMTS is also robust to high latencies and network delays due to the clock estimators.

AMTS consists of three phases:

1. Level Discovery Phase
2. Synchronization Phase
3. Network Evaluation Phase

The level discovery phase is exactly the same as that in TPSN. The synchronization phase is similar to that in TPSN but there are multiple pairwise synchronization message exchanges in order to estimate the clock skew. What makes AMTS much different from TPSN is the network evaluation phase, where the optimization of the network-wide synchronization parameters and synchronization modes happens.

Next we discuss the three phases in details.
**Level Discovery Phase**

The level discovery phase is exactly the same as that in TPSN, presented in Section 2.2.3. The result of this phase is a hierarchical structure or a spanning tree of the network, where the root or reference node is assigned level 0 and other nodes are assigned levels 1, 2, … accordingly in the hierarchical structure.

**Synchronization Phase**

This phase performs pairwise synchronization between pairs of nodes by exchanging timing messages. The set of nodes involving in the pairwise synchronization depends on the synchronization mode of the network. There are two modes:

1. *always on (AO):* always maintain network-wide synchronization. In this mode, the pairwise synchronization is done in every edges of the spanning tree.

2. *sensor initiated (SI):* synchronize only when it needs to. In this mode, only the nodes participating in the particular multi-hop data transmission synchronize with each other. The nodes that are not required to transfer multi-hop data do not need to be re-synchronized.

AMTS performs joint clock offset and skew rate estimation in order to increase the re-sync period and achieve long-term reliability of synchronization.

To account for the clock skew, AMTS uses a more general clock model than the one in Section 2.2.3 which assumes a constant clock offset and propagation delay. As shown in Fig. 2.5 to estimate the skew a number $N$ of pairwise synchronization must be performed in a synchronization period. Let the superscript $(R)$ denote the real time.

Let $T_{1,1} = 0$ be the reference time at the real local time $T_{1,1}^{(R)}$ of Node A and for the $i$-th ($i = 1, 2, \ldots, N$) pairwise message exchange,

$$ T_{1,i} = T_{1,i}^{(R)} - T_{1,1}^{(R)} \quad (2.5) $$

and

$$ T_{4,i} = T_{4,i}^{(R)} - T_{1,1}^{(R)} \quad (2.6) $$

denote the relative time stamps based on the local time observations $T_{1,i}^{(R)}$ and $T_{4,i}^{(R)}$ at Node A. The timestamps $T_{1,i}$ and $T_{4,i}$ in the $i$th message exchange are measured by the local clock of A, while the timestamps $T_{2,i}$ and $T_{3,i}$ are measured by the local clock of B.

The reference clock offset (time difference) at time $T_{1,1}^{(R)}$ is denoted as

$$ \theta_A = \theta_A^{(R)} + T_{1,1}^{(R)} \quad (2.7) $$

where $\theta_A^{(R)}$ represents the real clock offset between the two nodes.

For the $i$th message exchange, the delay of the sync-pulse packet from A to B is modeled as $d + X_i$ and the delay of the ack packet from B to A is $d + Y_i$ where $d$ represents the fixed portion of the delay and $X_i, Y_i$ the random portions. The analysis of AMTS in [1] assumes that $X_i, Y_i$ are i.i.d. Gaussian random variables with mean 0 and variance $\sigma^2$.

Suppose $\theta_B$ is the clock skew (frequency difference) of B’s clock relative to A’s clock and stays constant during the $N$ message exchanges.
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The timestamp at B in the $i^{th}$ uplink message is

$$T_{2,i} = (T_{1,i}^{(R)} + d + X_i) + \theta_A^{(R)} + (T_{1,i}^{(R)} - T_{1,1}^{(R)} + d + X_i) \theta_B$$

(2.8)

where the term $T_{1,i}^{(R)} + d + X_i$ is the real time the packet arrives at B, $\theta_A^{(R)}$ is the real clock offset between the two nodes, and $(T_{1,i}^{(R)} - T_{1,1}^{(R)} + d + X_i) \theta_B$ is the additional clock offset due to the skew $\theta_B$ during the time duration $T_{1,i}^{(R)} - T_{1,1}^{(R)} + d + X_i$.

Using (2.5) and (2.7), we can rewrite $T_{2,i}$ as

$$T_{2,i} = (1 + \theta_B)(T_{1,i} + d + X_i) + \theta_A$$

(2.9)

which might be easier to understand as the time (at B) when the packet is received is $T_{1,i} + d + X_i$ scaled up by the factor $1 + \theta_B$ and added by the offset $\theta_A$ between the two clocks.

Similarly, the timestamp at B in the $i^{th}$ downlink message $T_{3,i}$ is represented by

$$T_{3,i} = (1 + \theta_B)(T_{4,i} - d - Y_i) + \theta_A$$

(2.10)

From (2.9), subtracting $T_{2,1}$ from $T_{2,N}$ removes $d$ and $\theta_A$, giving

$$T_{2,N} - T_{2,1} = (T_{1,N} - T_{1,1} + X_N - X_1) + \theta_B(T_{1,N} - T_{1,1} + X_N - X_1)$$

(2.11)

Similarly, from (2.10) subtracting $T_{4,1}$ from $T_{4,N}$ gives

$$T_{4,N} - T_{4,1} = (T_{3,N} - T_{3,1} + Y_N - Y_1) - \theta_B(T_{4,N} - T_{4,1} - (Y_N - Y_1))$$

(2.12)

For short notations, let denote the difference between the first and the last timestamps of the $j = 1, 2, 3, 4$ times as

$$D_{(j)} = T_{j,N} - T_{j,1}$$

(2.13)

Also let denote new random variables $P = X_N - X_1$ and $R = Y_N - Y_1$. 

Figure 2.5: Message exchanges between master-slave nodes having clock offset and skew $\theta_B$.
We can write (2.11) and (2.12) as

\[ D^{(2)} = D^{(1)} + P + \theta_B(D^{(1)} + P) \]
\[ D^{(4)} = D^{(3)} + R + \theta_B(D^{(3)} - R) \]

Since \( P \) and \( R \) are i.i.d. Gaussian random variables with mean 0 and variance \( 2\sigma^2 \), we can determine the joint pdf and the likelihood function (see details in \([1, 10]\)) and arrive at the maximum likelihood estimator of the clock skew \( \theta_B \) as

\[ \hat{\theta}_B = \frac{D^{(2)}_2 + D^{(3)}_2}{D^{(1)}_2 D^{(2)} + D^{(3)}_2 D^{(4)}_2} - 1 \quad (2.14) \]

Now, with the clock skew estimator, the clock offset estimator can also be estimated using the maximum likelihood principle as (see details in \([1, 10]\))

\[ \hat{\theta}_A = \frac{\bar{U}' - \bar{V}'}{2} \quad (2.15) \]

where \( \bar{U}' = \sum_{i=1}^{N} U'_i \), the mean of the sequence \( \{U'_i\} \), and \( \bar{V}' = \sum_{i=1}^{N} V'_i \), the mean of the sequence \( \{V'_i\} \) and for \( i = 1, \ldots, N \),

\[ U'_i = T_{2,i} - T_{1,i} - \hat{\theta}_B T_{1,i} \quad (2.16) \]
\[ V'_i = T_{4,i} - T_{3,i} + \hat{\theta}_B T_{3,i} \quad (2.17) \]

Hence, the given joint clock offset and skew estimators require \( N \) message exchanges in a sync period.

**Network Evaluation Phase**

In this phase, AMTS examines the total amount of message exchanges for synchronization during the last sync period and adjusts the duration (re-sync period as well as the number of timing message exchanges (beacons) per each pairwise synchronization) of the next sync period to minimize the average number of message exchanges. It selects the synchronization mode to be either always on (AO) (always maintain network-wide synchronization) or sensor initiated (SI) (synchronize only when it needs to) based on the network status and parameters. When the network traffic occurs rarely and synchronization delay is not a critical problem, selecting the SI mode is a better choice to save network resources \([1]\).

In addition to the re-sync period and the sync mode, another important parameter that must be optimized is the number of timing message exchanges (beacons) per each pairwise synchronization, \( N \). Increasing \( N \) increases the synchronization accuracy but in the meantime increases the number of message exchanges and hence decreases the energy efficiency. That is, there is a trade-off between accuracy and energy consumption.

1. **Adaptive Clock Sync Algorithm (ACA)**

AMTS uses ACA to select sync mode (AO or SI) to minimize the number of required timing messages.

To determine the number of required timing messages in each mode, let us define some network parameters as following:
- $B$: number of branches (or edges) in a spanning tree of the network.
- $\tau$: re-synchronization period.
- $\bar{h}$: average number of hops per unit time.
- $\delta$: latency factor reflecting the amount of allowed delay in data transmission \[17\].
- $N$: number of beacons per pairwise synchronization.

In the always on (AO) mode, the number of required timing messages per a pairwise synchronization is $2N$. Since there are total of $B$ edges in the spanning tree ($B = n - 1$ where $n$ is the number of nodes in the network), the total number of timing messages per a sync period (which lasts for $\tau$ time units) is $2NB$, giving the average number of timing messages per unit time in AO mode as

$$M_{AO} = \frac{2NB}{\tau} \quad (2.18)$$

On the other hand, in the sensor initiated (SI) mode, the sensor which performs synchronization requires on average $\bar{h}$ hops per unit time. Each hop requires one pairwise synchronization which in turns requires $2N$ messages exchanged per pairwise synchronization. Hence, the average number of timing messages per unit time in SI mode is

$$M_{SI} = 2N\bar{h} \quad (2.19)$$

Note that during the synchronization phase, the root node collects the information of the total number of hops occurred in the last sync period and determines the average number of hops per unit time $\bar{h}$ in the network.

Hence, the decision to select which mode giving the minimum average number of timing messages per unit time is to select AO if the scaled average number of messages per unit time in AO mode is smaller than the average number of messages per unit time in SI mode, and vice versa. That is,

$$\delta M_{AO} \leq M_{SI} \quad (2.20)$$

resulting in the rule

$$\tau \geq \frac{B\delta}{\bar{h}} \quad (2.21)$$

AMTS uses the scaled factor (latency factor) $\delta$ to represent the magnitude of the delay in the network and to allow the AMTS protocol to set preference for the AO mode. More delay-dependent networks assume a larger value of $\delta$ where $0 \leq \delta \leq 1$. For sensor networks always requiring network-wide synchronization (only AO mode is desired), $\delta$ should be set to 0. On the other extreme, for delay-dependent networks which we would prefer SI mode to save time used for synchronization, $\delta$ should be set close to 1.

During sync period $\tau$, a portion of the time is used for synchronization while the leftover portion is for transmission of sensing data. Let $\tau_{max}$ denotes the maximum duration of the portion of sensing data transmission (we call it the non-sync phase). This value is specified from the hardware specification of the clock and the accuracy of the estimators. Also let $\tau_{sync}$ denote the duration of the synchronization phase. Hence, the sync period $\tau$ is

$$\tau = \tau_{max} + \tau_{sync} \quad (2.22)$$
2. Optimum Number of Beacons \((N)\) and Re-sync Period \((\tau)\)

When the network operates in the always-on (AO) mode, we need to determine the maximum non-sync phase \(\tau_{\text{max}}\) and hence the re-sync period \(\tau\) in (2.22) which depends on \(N\), the number of beacons per pairwise synchronization and the accuracy of the clock offset and skew estimators.

To find the maximum non-sync phase \(\tau_{\text{max}}\) which is the maximum duration of the sensor data transmission in a sync period, we need to first model how the clock timing mismatch \((\varepsilon)\) develops with time. Right after synchronization is done for a node (say at time 0), the timing error is given as \(\varepsilon = \varepsilon_0\) which is the clock offset error (the real clock offset minus the estimated clock offset from (2.15)). As time passes by by time \(t\), the timing error is assumed to grow as

\[\varepsilon = \varepsilon_0 + \varepsilon_s t\] (2.23)

where \(\varepsilon_s\) is the clock skew error (the real clock skew minus the estimated value from (2.14)). In [1], the clock offset and skew errors are modeled as normal distribution.

Hence, the maximum timing mismatch \(\varepsilon\) in (2.23) happens when \(t = \tau_{\text{max}}\) and is a normal distribution, \(\varepsilon \sim N(0, \sigma^2_\varepsilon)\)

\[
\sigma^2_\varepsilon = \sigma^2_{\varepsilon_0,N} + \sigma^2_{\varepsilon_s,N} \tau^2_{\text{max}}
\] (2.24)

In practice, we are given some specification on the maximum timing mismatch \(\varepsilon_{\text{max}}\) and the sync error probability \(P_s\) that the error (absolute term) stays below the maximum value \(\varepsilon_{\text{max}}\). That is,

\[P_s = Pr(|\varepsilon| \leq \varepsilon_{\text{max}}\] (2.25)

where the probability can be looked up from the Q-table of normal distribution. For example, when \(P_s\) is set to be 0.1\% and \(\varepsilon_{\text{max}} = 10\) ms, then the standard deviation of the maximum timing mismatch is \(\sigma_\varepsilon = 3.04\) ms.

As shown in [1], for \(N \geq 2\) the clock skew can be estimated and the maximum non-sync phase \(\tau_{\text{max}}\) is given as

\[
\tau^{(N)}_{\text{max}} = (N - 1) \sqrt{\frac{\sigma^2_\varepsilon - \frac{1}{N}\sigma^2_{\varepsilon_0,1}}{\sigma^2_{\varepsilon_s,2}}}
\] (2.26)

where we have used the superscript \((N)\) to denotes the dependency on \(N\). For \(N = 1\),

\[
\tau^{(1)}_{\text{max}} = \sqrt{\frac{\sigma^2_\varepsilon - \sigma^2_{\varepsilon_0,1}}{\sigma^2_{\varepsilon_s,1}}}
\] (2.27)

where

- \(\sigma^2_{\varepsilon_0,1}\) is the variance of the clock offset error using only one message exchange in the pairwise synchronization
- \(\sigma^2_{\varepsilon_s,2}\) is the variance of the clock skew error using only two message exchanges, and
- \(\sigma^2_{\varepsilon_s,1}\) is given by the specification of the crystal oscillator.
Hence, the re-sync period as a function of $N$ is

$$\tau^{(N)} = \tau_{\text{max}}^{(N)} + \tau_{\text{sync}}^{(N)}$$

(2.28)

where $\tau_{\text{sync}}^{(N)}$ is the synchronization time with $N$ beacons and is estimated at the root node for different values of $N$.

From (2.18), the average number of the message exchanges in the AO mode is

$$\overline{M}_{AO}^{(N)} = \frac{2NB}{\tau^{(N)}}$$

(2.29)

We can choose the optimal value of $N$ that minimizes $\overline{M}_{AO}^{(N)}$.

Fig. 2.6 shows the flowchart of the AMTS. The sync period (SP) is the number of the sync period. So the protocol starts with the first period, then second and so on.
Figure 2.6: Flow Chart of AMTS protocol [1].
Chapter 3

Analysis Methodology

3.1 Purpose of Analysis

In this thesis we are interested in studying the Adaptive Multihop Timing Synchronization (AMTS) protocol [1] in different network topologies. In this chapter we discuss the topologies and the different performance metrics we use to study the performance of AMTS under these different topologies.

In general, a key design trade off for time synchronization protocols is that of clock accuracy versus network traffic and energy consumption. Keeping the clocks of all nodes synchronized with a reference node can require significant additional network traffic (overhead), which in turn requires energy consumption especially for packet transmission and reception. Although for small, simple network topologies (e.g. a chain) the overhead can be tolerable, as networks grow, the overhead may be too much for most applications.

This is due to two main reasons:

1. With large networks and different topologies (compared to a chain), the number of neighbors may vary significantly. This impacts on the number of transmissions and receptions, an in turn energy consumption.

2. With large networks significant radio interference between nodes can arise (and interference from other transmitters not in the WSN is more likely). This can lead to varying transmission delays (due to packet collisions and retransmissions) decreasing the accuracy of the pairwise synchronization.

In this thesis, we are interested in finding the performance of AMTS in the following three scenarios at different re-sync periods:

1. Chain
2. Grid with the center root node
3. Grid with the root node outside the grid

We hope that our thesis will enhance the understanding of both AMTS and TPSN protocols in general network topologies.

3.2 Network Topologies

The network topology or the spatial distribution of nodes in a WSN may impact the performance of synchronization protocols such as AMTS. To consider the impact of topology on AMTS, we analyze the following topologies:
1. **Chain (linear) topology**, consisting of \( n \) nodes and a root node. We let the first node of the chain be the root node. Fig. 3.1 illustrates the chain topology with 2, 3, …, 6 nodes \( (n = 1, \ldots, 5) \). Each node is labeled with its level which is assigned in the level discovery phase of AMTS. This illustrations for this topology and others (below) have arrows showing the flow of the level discovery packet and also the sequential order of the pairwise synchronization. For convenience, the wireless transmission range is assumed to be just enough to cover the adjacent neighbors. For example, node 1 (level 1) can only communicate with nodes 0 and 2.

2. **Grid (square) topology with center root node** or “Grid” topology, consisting of \( n \times n \) nodes with equal horizontal and vertical separation. The center root node is one of the \( n \times n \) nodes and is located closest to the center of the grid. Fig. 3.2 illustrates the grid topology with \( n = 2, 3, 4, 5 \), respectively. Notice that the root node (level 0) is nearest to the center of the grid. The arrows show a flow of the LDP packets and order of the pairwise synchronization. There are many possible ways for the flow of LDP packets and order of pairwise synchronization but they all give the same number of messages exchanged (excluding possible collision and retransmission) and the same energy consumption due to the equal distance between neighbors.

---

Figure 3.1: Illustration of the chain topology with 2, 3, …, 6 nodes \( (n = 1, \ldots, 5) \)

---
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Figure 3.2: Illustration of the grid topology with $n = 2, 3, 4, 5$, respectively
3. Grid with the root node outside the grid or “Tree” topology, consisting of \( n \times n \) nodes as in the grid topology but here the root node is put as an extra node and is located at the center on top of the grid. Fig. 3.3 illustrates the grid topology with \( n = 5 \) and the root node 0.

Note that while there are only 5 levels (levels 0 to 4) in the 5-by-5 “grid” topology (Fig. 3.2), there are 8 levels (levels 0 to 7) in the 5-by-5 “tree” topology (Fig. 3.3). This difference is due to the location of the root node. If the root node at the center, there are less number of levels in the spanning tree of the network. However, there is more chance for collision if there are more number of nodes in the same level.

---

\(^1\)Due to our misunderstanding of the topology, we have been calling this topology a “tree”, although every topology (including the chain and grid topologies), after the level discovery phase, ends up with a spanning tree. For convenience and short reference, we will keep using this name “tree” to refer to this specific topology. We will refer to the grid topology with the center root node as “grid”. Please apologize for such misleading terminology.
3.3 Performance Metrics

To analyze the performance of AMTS we consider the following three metrics:

1. **Timing error** [seconds per day]: The timing error is defined as the average per-node timing error of all nodes in the network. The per-node timing error of a given node is defined as the maximum clock timing mismatch between the local clock at the node and the clock at the root node. Lower timing error means higher clock accuracy.

2. **Overhead** [bits per second per node]: There is communication overhead in synchronizing clocks. Specifically with AMTS, nodes need to discover levels and then periodically perform pairwise synchronization. The overhead is reported as the average number of bits per second sent per node.

3. **Energy consumption** [Watts]: While the processing required for AMTS is quite low, significant energy may be consumed by both transmitting packets and receiving packets. The energy is measured as the network-wide energy per unit time (which is actually a power quantity) average over time.

We use the following Mica2 motes model to determine the energy consumption [18]:

\[
E = t_{idle} \times e_{idle} + t_{sleep} \times e_{sleep} + t_{Tx} \times e_{Tx} + t_{Rx} \times e_{Rx}
\]

(3.1)

where for state \( s \) in one of the four states: idle, sleep, Tx, Rx, \( e_s \) is the energy consumed when the node is in state \( s \) and \( t_s \) is the time the node spends in that state \( s \).

3.4 Simulation Tools

We use OMNet++ 4.6.0 network simulator [19] to simulate the different topologies with configurable parameters. MiXiM-2.3 and iNet frameworks allow us to analyze AMTS protocol. We implemented the three phases of AMTS in ZigBee nodes within OmNet++, i.e. network level discovery, synchronization and network evaluation phases.

OMNET++ is a discrete event simulation environment publicly available since 1997 [20]. OMNet++ is an extensible, modular, component-based C++ simulation library and framework, primarily for building network simulators [19].

MiXiM is an OMNeT++ modeling framework created for mobile and fixed wireless networks (wireless sensor networks, body area networks, ad-hoc networks, vehicular networks, etc.). It offers detailed models of radio wave propagation, interference estimation, radio transceiver power consumption and wireless MAC protocols (e.g. Zigbee). [21]

Fig. 3.4 shows an example screen of OMNet++ while Fig. 3.5 shows an example code.

3.5 Clock Model

At any point of time, if the time at UTC is \( t \), the time in the clock of machine \( p \) is \( C_p(t) \). In a perfect world, \( C_p(t) = t \) for all \( p \) and \( t \). This means \( dC/dt = 1 \). However, due to the clock inaccuracy discussed above, a timer (clock) is said to be working within its specification if

\[
1 - p \leq \frac{dC(t)}{dt} \leq 1 + p
\]

(3.2)
where constant $p$ denotes the maximum skew rate. A typical value of the maximum skew specified by the manufacturer hardware. We note that the clocks of two nodes are synchronized to one common time at some point of in time, but they do not stay synchronized in the future due to clock skew. Even if there is no skew, the clocks of different nodes may not be the same. Time differences caused by the lack of a common time origin are called clock phase offsets.

### 3.6 System Parameters

- **Topology:** chain, grid, and tree topologies with $n$ between 1 and 5.
- **Synchronization protocol:** We consider only two protocol: no synchronization (as a reference) and AMTS.
- **Synchronization period:** The time between performing synchronization with AMTS. Typically in the order of 10s of minutes.
- **AMTS mode:** AMTS supports two modes, AO and SI, and we collect results for each mode.

The parameters in our simulation-based analysis are in Tables 3.1, 3.2, and 3.3. We use the values the same as those in the AMTS paper.
Figure 3.5: Example codes for OMNet++

Table 3.1: Energy Consumption Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units (SI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{sleep}$</td>
<td>0.06</td>
<td>mW</td>
</tr>
<tr>
<td>$e_{idle}$</td>
<td>0.138</td>
<td>mW</td>
</tr>
<tr>
<td>$e_{Rx}$</td>
<td>9.6</td>
<td>mW</td>
</tr>
<tr>
<td>$e_{Tx}$</td>
<td>1.1</td>
<td>mW</td>
</tr>
<tr>
<td>$e_{CPU(Active)}$</td>
<td>7.6</td>
<td>mW</td>
</tr>
<tr>
<td>$e_{CPU(Inactive)}$</td>
<td>0.237</td>
<td>mW</td>
</tr>
</tbody>
</table>
Table 3.2: Network Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units (SI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area size (X,Y)</td>
<td>(1000, 1200)</td>
<td>Gab 200m</td>
</tr>
<tr>
<td>Location (X, Y, Z)</td>
<td>(500, 100, 0), (500, 300, 0), ...</td>
<td>-</td>
</tr>
<tr>
<td>Simulation duration</td>
<td>1440</td>
<td>minutes</td>
</tr>
<tr>
<td>Max. Tx power</td>
<td>1.1</td>
<td>mW</td>
</tr>
<tr>
<td>Min. Radio Power (Sensitivity)</td>
<td>-100</td>
<td>dBm</td>
</tr>
<tr>
<td>Carrier Frequency</td>
<td>2.4</td>
<td>GHz</td>
</tr>
<tr>
<td>Network Type</td>
<td>Flood</td>
<td>-</td>
</tr>
<tr>
<td>Packet sizes (NW.and APP.Layer)</td>
<td>88</td>
<td>bytes</td>
</tr>
</tbody>
</table>

Table 3.3: AMTS Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>depends on topology</td>
<td>periods</td>
</tr>
<tr>
<td>N</td>
<td>125</td>
<td>hops</td>
</tr>
<tr>
<td>SP</td>
<td>1, 2, 3, ...</td>
<td>modes</td>
</tr>
<tr>
<td>h</td>
<td>1 to 5</td>
<td>hops</td>
</tr>
<tr>
<td>Synchronization Mode</td>
<td>AO and SI</td>
<td>msec</td>
</tr>
<tr>
<td>(\tau_{\text{max}})</td>
<td>2.094</td>
<td>msec</td>
</tr>
<tr>
<td>(\tau_{\text{sync}})</td>
<td>0.729094</td>
<td>msec</td>
</tr>
<tr>
<td>(\tau)</td>
<td>10, 20, 30, 50, 60</td>
<td>minutes</td>
</tr>
<tr>
<td>Latency Factor ((\delta))</td>
<td>0 to 1</td>
<td>-</td>
</tr>
<tr>
<td>(\varepsilon_{\text{max}})</td>
<td>10</td>
<td>ms</td>
</tr>
<tr>
<td>(\varepsilon_{0})</td>
<td>50</td>
<td>(\mu s)</td>
</tr>
<tr>
<td>(\varepsilon_{s})</td>
<td>4.75</td>
<td>(\mu s/s)</td>
</tr>
<tr>
<td>(P_{\text{s}})</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>(\sigma_{\varepsilon})</td>
<td>3.33</td>
<td>ms</td>
</tr>
<tr>
<td>(\sigma_{\varepsilon,1})</td>
<td>16.67</td>
<td>(\mu s)</td>
</tr>
<tr>
<td>(\sigma_{\varepsilon,1})</td>
<td>1.58</td>
<td>(\mu s/s)</td>
</tr>
<tr>
<td>(\sigma_{\varepsilon,2})</td>
<td>1.72</td>
<td>(\mu s/s)</td>
</tr>
</tbody>
</table>
Chapter 4

Simulation Results and Discussion

4.1 Organization of Results

We perform simulation of the AMTS protocol using OMNet++ for the three topologies (in Section 3.2): chain, grid, and tree for the parameters given in the previous chapter. We collect the three performance metrics: timing error, overhead, and energy consumption as described in Section 3.3. We also vary the re-sync period ($\tau$) to study the effect of the network size. As a reference to the performance of AMTS, we also perform no synchronization (No-AMTS) for comparison.

For each set of parameters we run 15 collections and take the average for the performance metrics. The period of simulation is one day.

4.2 Explanation of Results

Here we present and discuss the simulation results for different topologies and different key parameters such as network sizes, re-sync periods, and operation modes.

4.2.1 Result: Chain Topology

For the chain topology (see illustration in Fig. 3.1) with different number of nodes, $n$, the three performance metrics are shown in Fig. 4.1 to 4.3. For chain topology, the chain length is equivalent to the number of nodes (excluding the root node).

1. Timing error

Fig. 4.1 shows that, for the same re-sync period (e.g., 20 minutes), the timing error slightly increases with the chain length $n$. This is because the clock offset error is accumulated from nodes in previous levels. However, the clock offset error is small.

When comparing AMTS with different re-sync period but for the same chain length, we see that having longer re-sync periods result in higher timing error, as we would expect from the model of the timing mismatch in (2.23), which says that the error grows with time.

Note that the timing error for no synchronization (No-AMTS) is worse than those with AMTS. Hence, the clock offset and skew estimator in AMTS seem to work properly.

2. Overhead

Fig. 4.2 shows the overhead at different chain length and re-sync period. The major part of the overhead is the number of the timing messages exchanged for pairwise synchronization. For chain length $n$, the number of branches (or edges) is also $B = n$. In the AO mode,
the average number of timing messages per unit time is expressed in (2.18) as

\[
\bar{M}_{AO} = \frac{2NB}{\tau} = \frac{2Nn}{\tau}
\]  \hspace{1cm} (4.1)

where \( \tau \) is the re-sync period and \( N \) the number of beacons per sync period.

The result in Fig. 4.2 shows this trend that the overhead depends linearly with the chain length \( n \) and inversely with the re-sync period \( \tau \). The timing error and overhead results in Fig. 4.1 and Fig. 4.2 confirm the

Note that the overhead for No-AMTS is zero since no synchronization is performed; hence, it is not shown.

3. Energy Consumption

Following the overhead result, the energy consumption result in Fig. 4.3 shows that more energy is required for more chain length and/or shorter re-sync period as expected. However, it is interesting to see that the energy consumption for AMTS at different re-sync periods is much larger than that without synchronization. This may mean that synchronization under AMTS requires high energy. This has to be investigated in future work.
Figure 4.2: Chain topology: overhead performance

Figure 4.3: Chain topology: energy consumption performance
4.2.2 Result: Grid Topology

Fig. 4.4 to 4.6 show the results for the grid topology (see illustration in Fig. 3.2) with the network size is \( n \times n \) where \( n = 1, \ldots, 5 \). The root node is assigned to be one of the nodes closest to the middle of the grid.

Unlike the chain topology where the network size and the chain length are the same, the grid topology has network size of \( n^2 \) while the grid width is \( n \).

Also here the root node is put at the middle of the network, unlike in the chain topology where the root node is at the edge of the network.

1. Timing error

Fig. 4.4 shows that the timing error under AMTS decreases with the re-sync period but increases with \( n \). However, we could not understand why the timing error seems to grow exponentially or quadratically with the value of \( n \), although it is tempted to relate the timing error to be proportional to the network size which grows as \( n^2 \). But we think that the timing error should depend linearly with the number of levels in the network. As shown in Fig. 3.2 the number of levels (not counting level 0) for 2-by-2, 3-by-3, 4-by-4, and 5-by-5 network is 2, 2, 4, and 4, respectively. The number of levels seem to grow linearly with \( n \). This is another reason we think the timing error should grow linearly with \( n \). Again, this can be investigated in the future.

![Figure 4.4: Grid topology: timing error performance](image)

2. Overhead

Fig. 4.5 shows the overhead performance. Unlike the chain topology where the average number of timing messages per unit time is \( \bar{M}_{AO} = \frac{2Nn}{\tau} \), here it is \( \bar{M}_{AO} = \frac{2N(n^2 - 1)}{\tau} \) for the grid topology. Hence, we would expect that the overhead should grow with \( n^2 \). However, Fig. 4.5 does not show this and even worse, it shows that the overhead does not increase when \( n = 4 \) changes to \( n = 5 \). Again, this investigation is another future work. There may be other overheads that we need to take into account. However, at least the dependence of
the overhead on the re-sync period $\tau$ seems to be correct, with a larger re-sync period gives a smaller overhead.

![Figure 4.5: Grid topology: overhead performance](image)

3. Energy Consumption

The energy consumption in Fig. 4.6 shows similar trend as that for the chain topology. However, now the difference between AMTS and No-AMTS seem small at $n = 2$.

4.2.3 Result: Tree Topology

Fig. 4.7 to 4.9 show the results for the tree topology (see illustration in Fig. 3.3) with the network size is $n \times n$ where $n = 1, \ldots, 5$. The root node is assigned to be an extra node (not counted as the $n^2$ nodes in the network) outside the grid. Now the network size is $n^2 + 1$ nodes and the root node is at the boundary of the network.

Since the results for the three performance metrics are very similar to those for the grid topology shown earlier, we do not go into detailed discussion here.
Figure 4.6: Grid topology: energy consumption performance

Figure 4.7: Tree topology: timing error performance
Figure 4.8: Tree topology: overhead performance

Figure 4.9: Tree topology: energy consumption performance
4.2.4 Result: Re-Synchronization Period

In this part, we consider specific network for each of the three topologies and vary the re-sync period $\tau$. We set $n = 5$ for all topologies. That is, we consider the chain topology with chain length 5, the 5-by-5 grid topology, and the 5-by-5 tree topology. However, please be reminded that for the 5-length chain topology and the 5-by-5 tree topology, the root node is at the boundary of the network, while for the 5-by-5 grid topology, the root node is right at the middle of the network.

In addition, the main difference in the 5-by-5 grid topology, and the 5-by-5 tree topology is in the location of the root node and hence different number of levels. From Fig. 3.1 to 3.3, the number of levels (not counting the zero level) for these chain, grid, and tree topologies are 5, 4, and 7, respectively. The 5-by-5 grid topology has less number of levels than the 5-by-5 tree topology but each level has more number of nodes.

1. Timing error

As shown in Fig. 4.10, the timing errors for the three topologies become more different for larger values of the re-sync period. For the same value of re-sync period, the timing error for the tree topology is the worst, while that of the chain topology is the best.

2. Overhead

As shown in Fig. 4.11, for any topologies the overhead decreases with the re-sync period as expected. Moreover, the overhead for the tree topology is the worst while that for the chain topology is the best. We do not expect such large different overhead for the grid and tree topology since the average number of timing messages per unit time is $M_{AO} = \frac{2NB}{T}$ where the number of branches in the grid topology is $n^2 - 1$ while that of the tree topology is $n^2$ (no minus one since there are $n^2 + 1$ nodes in the tree but $n^2$ in the grid). For $n = 5$ here, $n^2 - 1$ and $n^2$ is almost the same and hence both grid and tree have almost the same
average number of timing messages per unit time. This large difference is left for future investigation.

Figure 4.11: Different synchronize periods: Overhead Performance

3. Energy Consumption

As shown in Fig. 4.12, the energy consumption decreases with the re-sync period and it is the highest for the tree and lowest for the chain. Since energy consumption is related to the overhead, again we do not expect to see such large difference between the tree and the grid topology.

Figure 4.12: Different synchronize periods: Energy Consumption Performance
4.2.5 Result: Synchronization Mode

Here we compare the performance for the two synchronization modes of AMTS: always-on (AO) and session-initiated (SI) modes and the performance of No AMTS (no synchronization) in Fig. 4.13 to 4.15. The result depends on the number of nodes active in the SI mode. For the particular parameters we use, the SI mode has better performance than the AO mode in all of the three metrics: timing error, overhead, and energy consumption.

![Figure 4.13: AMTS modes: Accuracy Performance](image-url)
Figure 4.14: AMTS modes: Overhead Performance

Figure 4.15: AMTS modes: Energy Consumption Performance
Chapter 5

Conclusions

5.1 Thesis Summary

In this thesis, we have performed a simulation-based study for the AMTS synchronization protocol which is an extension of the TPSN protocol and aims to increase the energy efficiency of time synchronization in large-scale and long-lived multi-hop wireless sensor networks.

We perform our simulation using the OMNeT++ simulator which is a discrete event simulation environment publicly available. OMNeT++ is an extensible, modular, component-based C++ simulation library and framework, primarily for building network simulators.

We focus our thesis to understand the performance of AMTS in three different network topologies: chain, grid, and tree topologies. The performance metrics we look at are synchronization error, overhead, and energy consumption.

The simulation results show that

1. For all topologies, as the network size increases, all three performance metrics get worse.

2. When the re-sync period increases, the timing error becomes worse while the overhead and energy consumption are better.

3. For the amount of sensing activity assumed in the simulation, all three performance metrics are better for SI mode, compared to the AO mode.

5.2 Future Work

There are some possible work that could be done in the future:

1. As we have noted in the discussion of the simulation results in Ch. 4, there are several behaviors and values of the results that we cannot quite explain. These could be investigated further for future work.

2. It is also interesting to see the performance of AMTS, when compared with TPSN, to see the improvement due to the Network Evaluation Phase, which is the third phase in AMTS. This phase is added by AMTS, on top of the first two phases which are proposed in TPSN. In the Network Evaluation Phase, the re-sync period, the number of beacons per pairwise synchronization, and the synchronization mode are optimized. In this thesis, we have only compared AMTS with no AMTS (no synchronization).
3. To see that AMTS can really work for large-scale networks, simulation should be done for large networks. In this thesis, we have only considered network with up to 26 nodes.
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