EES 315: Probability and Random Processes 2020/1
HW Solution 10 — Due: Not Due

Lecturer: Prapun Suksompong, Ph.D.

Problem 1 (Yates and Goodman, 2005, Q3.2.1). The random variable X has probability
density function

cx 0<x <2,
Jx(z) = { 0, otherwise.

Use the pdf to find the following quantities.
(a) the unknown constant ¢
(b) P0 <X <1]
(c) P[-1/2< X <1/2].

Solution:

(a) Recall that any pdf should integrate to 1. Here,

0 2 1'2
/ fx(x)dx:/ crdr = ¢ =—
—00 0 2

1
Equating the expression above to 1, we get ¢ = .

2
= 2c.

(b) P[0§X§1]:f01fx(x)dx— "rde =

1/2
(c) P[-3 <X <i]= [ fx(z)dz. Now, fx(z) =0 on the interval [—1,0). Therefore,
~1/2
we don’t have to integrate over that interval and

1/2 1/2

1 1 1 1z
P{ 2_X_2} /fX(x)dx /2xdx 55
0

0

1/2 1

T

Problem 2 (Yates and Goodman, 2005, Q3.3.4). The pdf of random variable Y is

_Jy/2 0<y<2,
Fr(y) = { 0, otherwise.
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(a)
(b)

Find E[Y].
Find VarY.

Solution:

(a)

Recall that, for continuous random variable Y,

o0

EY = / yfy (y)dy.

—00

Note that when y is outside of the interval [0, 2), fy(y) = 0 and hence does not affect
the integration. We only need to integrate over [0,2) in which fy(y) = 4. Therefore,

2 2
2 3
y y y
/y 5 )W /zdy 2 %3
0 0

The variance of any random variable Y (discrete or continuous) can be found from

2

0

4
|

VarY = E [YQ} — (EY)?

We have already calculate EY in the previous part. So, now we need to calculate
E [Y?]. Recall that, for continuous random variable,

Elg(Y)] = Z 9 () fv (v) dy.

Here, g(y) = y?. Therefore,

2 2
E[v?] = 2<g)d:/y—d:y
V] /y 5y V=5
0 0
Plugging this into the variance formula gives
4\ 16 [2
VarY = E[Y?] — (EY)* = 2 — (_> =2-5 =5}
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Problem 3. The pdf of random variable V' is

uts
fv(v)Z{ 5 —b<u<7,

0, otherwise.
(a) What is E[V]?

(b) What is Var[V]?

(c) What is E [V3]?

Solution:

00 7

(a) E[V]= [ vfy (v)dv= fv(q’#)dv:%}vQ%—Ewdv:.
5

A e
) 7

(b) E[VH = [ v*fy (v)dv= [ v?(%2)dv=17.
A 2

Therefore, VarV = E[V?] — (E[V])? = 17— 9 =[8]

o0 7 431
() EV3] = [ ¥¥fy (v)dv= [*(%2)dv = = = 86.2 |
% e

Problem 4 (Yates and Goodman, 2005, 33.4.5). X is a continuous uniform RV on the

interval (—5,5).

a) What is its pdf fx(x)?

(a)

(b) What is E[X]?
(c) What is E [X?]?
)

(d) What is E [¢X]?

Solution: For a uniform random variable X on the interval (a,b), we know that

0, r<aorx>b,
fX(l“):{ L a<z<b

b—a’

In this problem, we have a = —5 and b = 5.

(a) fx(z) =

{O, r < —borx>>o,

1
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0o 5
) EX = [ afeado= foxdao= 35 =56 (57 =[0]

In general,
Fo 1 1 22" 1 B—d® a+b
EX = dr = —— dr = —| = = .
/xb—ax b—a) " T b —a 2|, b—a 2 2
With a = —5 and b = 5, WehaveEX:@.
5 o5 ; 5 1 Lo 1 (x6 6
(c) E[X]:_fxfx(x)dx:_fSJE Xﬁdle_o?ﬁ,):%@ — (=5)%) =[0]
In general,
[ 1 1 25" 1 1 —af
[ } /xb—ax b—a v b—a 6|, b—a 6
With a = =5 and b = 5, we have E [X°] =[0].
(d) In general,
/ 1 1 / 1 b
E[eX] = [ ¢ ——de= "dy = gy
[6} /eb—ax b—a/e v b—aeya b—a
o5 _ b

With @ = —5 and b = 5, we have E [e*] = ~ 14.84.

Problem 5 (Randomly Phased Sinusoid). Suppose © is a uniform random variable on the
interval (0, 27).

(a) Consider another random variable X defined by
X =bcos(7t+ O)
where ¢ is some constant. Find E [X].

(b) Consider another random variable Y defined by
Y = 5cos(7ty + ©) x 5cos(Tty + O)

where ¢; and ¢y are some constants. Find E [Y].
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Solution: First, because © is a uniform random variable on the interval (0,27), we
know that fo(0) = 5=1(02m (t). Therefore, for “any” function g, we have

Elg(©) = [ g(6)fe(0)as
(a) X is a function of ©. E [X] = 5E [cos(7t + O)] f 5= cos(Tt+0)df. Now, we know
that integration over a cycle of a sinusoid gives 0. So, E[X] =[0]

(b) Y is another function of ©.

2m
EY] =E[5cos(7t; + ©) x 5cos(Tty + O)] = /0 2i5 cos(Tty + 6) x 5cos(Tty + 0)do

s
25

o cos(Tty + 0) x cos(Tts + 6)d6.
T

Recalll] the cosine identity
1
cos(a) x cos(b) = 5 (cos (a+b) + cos(a—1D)).

Therefore,

25 [
EY = o cos (Tty + Tto + 20) + cos (7 (t; — t2)) df
T Jo

25 2m 2m

:—</ cos(7t1—|—7t2+29)d€—l—/ cos (7 (¢ 1—t2))d9>
4\ Jo 0

The first integral gives 0 because it is an integration over two period of a sinusoid. The

integrand in the second integral is a constant. So,

25 2 25 25
EY = 22 cos (T (11 - tg))/o 48 = 22 cos (7 (11 — 12)) 2 =| 2 cos (T (11 — 1) |

IThis identity could be derived easily via the Euler’s identity:

ele 4 eda  pib 4 g—ib 1

cos(a) x cos(b) = 5 X 5 =7 (7€ 4 6717l + I 4 e7IveTIb)
1 [eI%eIb eae=ib  emiaeib 4 elae=ib
T2 < 2 + 2 )

:%(cos(aer)JrCOS(a*b))'
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Problem 6. Suppose that the time to failure (in hours) of fans in a personal computer can
be modeled by an exponential distribution with A = 0.0003.

(a) What proportion of the fans will last at least 10,000 hours?
(b) What proportion of the fans will last at most 7000 hours?

[Montgomery and Runger, 2010, Q4-97]
Solution: Let T be the time to failure (in hours). We are given that 7' ~ £(\) where
A = 3 x 107%. Therefore,
Ae ™M t>0

Jr(t) = { 0, otherwise.
(a) Here, we want to find P [T > 10%].
We shall first provide the general formula for the ccdf P [T > t] when ¢t > 0:

o0

P[T >t] = /fT )dT = /)\e’\TdT = —e [T =M (10.1)

t

Therefore,

P[T > 10" = e #107>10" — {3 ~ 00498,

(b) We start with P [T" < 7000] = 1 — P [T > 7000]. Next, we apply (10.1) to get

P[T <7000] = 1 — P[T > 7000] = 1 — ¢~3*107"x7000 [ _ =21 ~ 8775 |

Problem 7. Let a continuous random variable X denote the current measured in a thin
copper wire in milliamperes. Assume that the probability density function of X is

o[ s9<z<sl
XY 70, otherwise.

(a) Find the probability that a current measurement is less than 5 milliamperes.
(b) Find the expected value of X.
)

(c¢) Find the variance and the standard deviation of X.

(d) Find the expected value of power when the resistance is 100 ohms?

Solution:

a) P[X < 5] = )z = )z + [ fx (@)dz = 0+ 52, o =[0.5]
(a) P| ffx ffXO ffX5 a9
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o 4.9 5.1 z :
(b) EX = [ wfx@)dv= [ o fx @dr+ [z fx @)dot [ o fx @)de =0+ 5% it

0=[5]mA.

Alternatively, for X ~ U(a,b), we have EX = “H’ 49455‘1 =5.

(c) Var X = E[X?] — (EX)?. From the previous part we know that EX = 5. SO,
4.9

to find Var X, we need to find E[X?]: E[X?] = f Py (x)de = [ a? fx (z)dx +
—00 =
0

T2 fx (@)de + [ o fx (2)d i

x r)dr + | @ x)dr =0+ 5% +0 =25+ .
4.9 &5/—’ 5.1 io/_/ % o=t 200°

1
Therefore, Var X = E [X?] — (EX)? = (25 + 55) = 300 |~ 0.0033 (mA)?
and
1

ox =vVVar X =| ——=|~ 0.0577 mA.

* 10v/3
Alternatively, for X ~ U(a,b), we have Var X = & 12)2 = (5'113'9)2 = .

(d) Recall that P =1 xV = I*r. Here, I = X. Therefore, P = X?r and EP = E[X?r] =
rE [X?] = 100 x (25 + 555) = 2500 + 1 ~ 2.50033 x 10° [(mA)*Q]. Factoring out m?,
we have EP ~ 2.50033 mW. ([A%Q] = [W].)

Problem 8. Let X be a uniform random variable on the interval [0, 1]. Set

1 1 1 3 1 1 3 15 37
A—{%)’ B—M“BZ)’ a“dc—P’é)“hé)“k’@)%?é)

Are the events [X € A],[X € B], and [X € (] independent?
Solution: Note that

P[XEA]:/dx:%,
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Now, for pairs of events, we have

P(X € AN[X € B)) = W:%:JerﬂxpweBL (10.2)

P(X € AIN[X €] = M:i:PWeMxPMeCLwd (10.3)

1
dx:Z:P[XeB]xP[XeC]. (10.4)
Finally,

mmemmmemmwe@:/m:é:pwempmempwem.m@

From (10.2)), (10.3)), (10.4) and (10.5)), we can conclude that the events [X € A],[X € B,
and [X € (] are |independent |.

10-8



