ECS 452: In-Class Exercise # 1

Instructions

1. Separate into groups of no more than three persons. Only one submission is needed

for each group.

2. Write down all the steps that you have done to obtain your answers. You may not get

full credit even when your answer is correct without showing how you get your
answer.
3. Do not panic.

Date: 24 /01 /2019
Name ID s
Prapun 555

1. Consider two codes (for source coding) below. The left column is for Code A. The right column is for Code B. The first

row defines these codes via their codebooks.

Caution: the code alphabet is NOT the

Codebook for Code A

/\
x LEJ LM N[0 x L m [ N JO
c(x) | 101 | 110 | 111 | 011 | 100 c(x) 100 | 1010 | 1011 | 121

The code alphabet
the collection of al
possible code

Codebook for Code B collection of all possible codewords.

is

symbols that we can
used to construct the

The source alphabet for Code A is
The source alphabet is the collectipn of all possible
source symbols. Therefore, it can pe easily extracted

from the codebook:
{E,L, M, N, O}

The code alphabet for Code B is

the code alphabet is {0,1}

J J
COUEWOrdads.

Here, we see that the symbols used for
each codeword are 0 and 1. Therefore,

Use code A to encode the source string “NONE”

o11|10(1011|101
A code is nonsingular if different

101 1|1 1|101 1b

source symbols

Use code B to encode the source string “NONE”

Is Code A nonsingular? are mapped to different codeword

All five codewords in the codebook are different.
Therefore, yes, the code is nonsingular.

sls Code B nonsingular?

All five codewords in the codebook are different.
Therefore, yes, the code is nonsingular.

The string 11(1101'11]]100*)11 is from encoding by Code

A. LEM ON
Decode it.

Decode string: LEMON

Decode it.
MEL O N

Decode string: MELON

The string 101(10]10(111]1011 is from encoding by Code B.

2. Suppose we don’t use letter space and word space in Morse code.
Consider the following encoded string: ©© @ il Hlll BN 00 ®
Note that “SOS” and “EEATB” are two possible interpretations.

Find four additional interpretations.

Indicate how the codewords Decoded message
are separated by “/”

o0 o/l B Em/000 | SOS

¢/0/o mm/mmm/mmm 000 | EEATB

000 Il I /m 000 | 3B

000 I/ mm 000 | V7

o¢/co mm mm mm/eee | IS

00 o/mm mm mm 000 | SsE

There are other solutions as well.
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ECS 452: In-Class Exercise # 2

: Date: /01/2019
Instructions 25/01
1. Separate into groups of no more than three persons. The group cannot be the same Narne ID (last 3 digits)
as any of your former groups. Only one submission is needed for each group. Pr n
2. Write down all the steps that you have done to obtain your answers. You may not get apu 5 5 5

full credit even when your answer is correct without showing how you get your

answer.
3. Do not panic.

1. Consider a DMS whose source alphabet is {E,L,M,N,O}.
The probabilities for these five symbols are shown in the table below:

Yes, no codeword is a prefix of another codeword.

x E L MINTO Consider two codes (for source coding) below.
p(x)|01]01]02]02]04 The left column is for Code A. The right column is for Code B.
The first row defines these codes via their codebooks.

Codebook for Code A Codebook for Code B
X E L M N 0] X E L M N (0]
c(x) ] 101 | 110 | 111 | 011 | 100 c(x) | 0100 | 1010 | 1011 | 11
y/ A Al s N ‘-! ';lr z_

Is Code A prefix-free? [sCodé B preffx-free?

Yes, no codeword is a prefix of another codeword.

Therefore,

Suppose the DMS above is encoded by Code A.
Find the expected codeword length.

The length of all code word is 3.

IELK(X)] = 3 bits per source symbol

Find the expected codeword length.

E[L(X))
0.t +14.6 ~0.9

Suppose the DMS above is encoded by Code B.

2.7 bits per source S)lm‘ab\

O-1(1+2) + 0.2 (4+4) + 0.41x 2

2. Consider a random variable X which has five possible values. Their probabilities are shown in the table below.

X Py (X) c(x) ((x)

E 0.42 The tree can be contruct by 0 1
following Huffman's recipe.

L 0.17 The grouping orders are 100 3

M 0.08 o 0.33 .0 1 indicated by circled 1011 4

0.16 = ’ 0.58 numbers.

N 0.08 / The code symbols on each 1010 4
branch are forced by having

O 0.25 to make 1011 the codeword 11 2

for M.

a. Find a binary Huffman code (without extension) for this random variable.
Put the values of the codewords and the codeword lengths in the table above.
Note that the codeword for the source symbol “M” is required to be 1011.
b. Find the expected codeword length when Huffman coding is used (without extension).

=0.42x1 + 0.17x3 + (0.08+0.08)x4 + 2x0.25
=042 +0.51
= 2.07 [bits per source symbol]

+ 0.64

+ 0.50




ECS 452: In-Class Exercise # 3

Date: 08 /02 /2019

Instructions
1.  Separate into groups of no more than three persons. The group cannot be the same Name 1D (last 3 digits)
as any of your former groups. Only one submission is needed for each group. Prapu n 5 5 5

2. Write down all the steps that you have done to obtain your answers. You may not get
full credit even when your answer is correct without showing how you get your

answer.

3. Do not panic.

1. Adiscrete memoryless source emits three possible messages Yes, No, and OK with probabilities 0.2 and
0.3, and 0.5, respectively.
Find the expected codeword length when Huffman binary code is used without extension.

a.

The grouping
orders are
indicated by

circled numbers.

Plx) Ay
0.2 2 0.2x2 + 0.3x2 + 0.5x1 = 1.5 bits per source symbol
} 0.5
0.3 2 1] 2 Remark: The problem does not ask us to find the codewords.
Only the codeword lengths are needed. Once the tree is
0.5 1 formed, we can read the codeword lengths directly.

b. Find the codeword lengths when Huffman binary code with second-order extension is used to
encode this source. Put the values of the corresponding probabilities and the codeword lengths in
the table below. (Note that, for brevity, we use Y,N,K to represent Yes, No, and OK, respectively.)
XX, pxl,x2 (X17X2) C(‘xpxz)
Yy 0.2x0.2 = 0.04 The grouping orders are indicated 4

y circled numbers.
D ) ® > 0.10 by circled b
YN 0.2x0.3 = 0.06 [©O) 0.20 4
YK 0.2x0.5=0.10 3
Remark: The problem does
NY 0.3x0.2 = 0.06 not ask us to find the 4
X @ 015 codewords. Only the codeworc
— ’ lengths are needed. Once the
NN 0.3x0.3 =0.09 4
X } 0.30 tree is formed, we can read the
NK 0.3x0.5 = 0.15 ® codeword lengths directly. 3
0.45
KY 0.5x0.2 = 0.10 3
@ 0.25 A 1
KN 0.5x0.3 =0.15 0.55 3
KK 0.5x0.5 =0.25 2
Note that even when the Huffman'recipe is followed strictly, there are many possible
c. Find Ly. solutions. For example, at Step 3, there are three choices of 0.1 that we can choose.

(This is the expected codeword length per source symbol of the Huffman binary code for the

second-order extension of this source.)

(0.04+0.06+0.06+0.09)x4 + (0.10+0.15+0.10+0.15)x3 + 0.25x2
= 0.25x4 + 0.5x3 + 0.5 = 3 bits per two source symbols.

L, = _;: = 1.5 bits per source symbol



ECS 452: In-Class Exercise # 4

: Date: /02 /2019
Instructions 08/02
1. Separate into groups of no more than three persons. The group cannot be the same Narne ID (last 3 digits)
as any of your former groups. Only one submission is needed for each group.
2. Write down all the steps that you have done to obtain your answers. You may not get Prapu n 5 5 5

full credit even when your answer is correct without showing how you get your

answer.

3. Do not panic.

1. Write each of the following quantities in the form;(.XXX (possibly with the help of your calculator).
) = =teaa ) = = 1= ega2 < 7,000

a. -logy(1/128)

A |

b. -log,(0.6) =0.737
Method 1

..|°5’.a_ =

2 7

log'_ 2

c. —(0.4)log»(0.4) —(0.6)log,(0.6) =
-1.3219

—_—

0.5288

Method 2
—lg. & - _ Lelo.) | -0.5108 doa = =P9® = —leaulo.w) . -0.2218
4> - 0.6931 07370 9% TTeg 2 legeld 0.3010 - 0-7369
0.971
-0.7370
0.4422

2. In each part below, we consider a random variable X which has five possible values. The probability for each possible
value is listed in the provided table. Calculate the corresponding entropy value.

a.

X E L M N 0
p(x) | 0.25 | 0.25 | 0.25 | 0.125 | 0.125
1
H(X) = - Zru;loq,_r(.z; = - 3x %‘\032-1‘-' - z'-s—\og,_%
= —ax %1,-(-;: - .‘.uéu-s) = % = 2.25 [bits]
X E L M N (0]
p(x)]01|01|02|02|04

H(x) = - 2%x0.1 -c\og,_o-'l - 7-“°""°3:.°'1 - XY \ocho.-f- = 2.1219 bits
3.3219

-2.3219
x E L M N 0]
p(x) | 0.42 | 0.17 | 0.08 | 0.08 | 0.25

-1.3219

HLX)= -0.%2 "‘ﬂz""” - 0.17l0q,0.17 -2x0.08 log,0.08 -0.25l69,0.25 = 2.0433 bits
e e S — —
-1.2515

-2.5564

-3.6439 -2



ECS 452: In-Class Exercise # 5

: Date: /02 /2019
Instructions 14/02
1.  Separate into groups of no more than three persons. The group cannot be the same Name ID (last 3 digits)
as any of your former groups. Only one submission is needed for each group. Prapu n 5 5 5
2. Write down all the steps that you have done to obtain your answers. You may not get ¥
full credit even when your answer is correct without showing how you get your
answer.

3. Do not panic.

1. No need to provide any explanation for this question.
Consider a DMC whose samples of input and output are provided below

x:111919)191)191)199
y: 11101 llOllQllQ2

Estimate the following quantities:
channe) input n.lrl-u.\w.-\' -suﬂ)ot"' of x

4
a. X={0,1} g. P[Y=0|X:0] :%:é‘:o.s
¢ 2
b. PIX=0]=77 = 5 =04 h. pyx(1]0) = P[Y=1|x=0)
z=9-P[Y=0lxX=01=1-0.520.5
c. p(1)sP[x=1]=1-P[X=e]=1-Z =F=0.c i Q(Oll)EPLYzo\x=1]=%_
d. pY(O)EP[Y=°]=1_::=% J Q(lll)EP[Y=‘\lx=1]
=1-F[Y=0)X=1]=1--z—‘l=';,?
. = =—z'1'=0-‘1‘0-‘ k. Matri
e p=[po p]=[3 $]<1 : afK? o 1
o [o.f; os}
2 ?
f. q(l):r[Y=1]=1-[’[*{:0]:1--13-=¥;'— 1 /Q /ﬁ

CAv_med _41
l. P[X=0,Y=01== =L =0.2
[ ] 15 5



ECS 452: In-Class Exercise # 6
Instructions Date: 15/02 /2019

1. Separate into groups of no more than three persons. The group cannot be the same Name ID (last 3 digits)
as any of your former groups. Only one submission is needed for each group. Prapu n 5 5 5
2. Write down all the steps that you have done to obtain your answers. You may not get ¥
full credit even when your answer is correct without showing how you get your
answer.

3. Do not panic.

1. Consider a DMC whose transition matrix Q is

xX\y 1 2 3 4 x\y 1 2 3 4
1 03 04 02 0.1 x0.4 +—>[0.12 0.16 0.08 0.04

Q= 2 |02 05 01 02 x0.5 2 »[0.10 025 005 0.10| =p
3 0.1 03 03 03 x0.1 3% (001 0.03 003 0.03

zl zl zl 21
[0-23 041 016 047]
Suppose the input probability vector is B=[0.4 0.5 0.]].

a) Find the joint pmf matrix P. Put your answer next to the Q matrix above.
b) Find the output probability vector q.

[0.23 0.44 0.16 0.1%]

c) Suppose the/haive decoder)is used. Find the corresponding P(€).

A
T Ox\y 1 2 3 4 P(C)
I (0.1 0.16 0.08 0.04
2 0.10 0.05 0.10 PLE
3 0.01 0.03 0.03

d) Suppose the following decoder is used. Find the co1rresp04nding :I:(E) .
e 3

012+0.25+0.02

0.40
1-P(C)=1-0-40 = 0.60

y | X(y) x\y 1 2 3 4
1 0.12 0.08) 0.04 P(C)=0.01+0.1c ¥0.08+0.03
Ll 3 P
2 1 2 0.10 025 0.05 0.10 =0.28
3 ! P(e) =1-P(C) =1-0.28
y 3 3 0.03 0.03 (0.03) ) g_
=0.-*

e) Suppose the decoder is X(y)=2.5—|y—2.5|
Find the corresponding P(&).

Y 7-2.'5 7.-5-\7—7..5') x\y | 2 3 4
1 -1.5 1 1 [ 0.16 0.08 )
L @D @
2 | -os 2 2 010 0.10
3 o-5 2 3 0.01 0.03 0.03 0.03
Y4 1.9 1 P(C) =©1n+0.26+0.05¢0.09

= O0.-46
P(_g) =21-0-46 =0.59



ECS 452: In-Class Exercise #7

Instructions

1. Separate into groups of no more than three persons. The group cannot be the same
as any of your former groups. Only one submission is needed for each group.

2. Write down all the steps that you have done to obtain your answers. You may not get
full credit even when your answer is correct without showing how you get your
answer.

3. Do not panic.

Date: 21/02 /2019

Name

ID (last 3 digits)

Prapun

5

5

5

1. Consider a DMC whose transition matrix Q and joint pmf matrix P are given below.

X\y 1 2 3 4 X\y

1 03 04 02 0.1 1
Q= 2 02 05 01 02 P= 2

3 0.1 03 03 0.3 3

] 2 3 4

@.12 0.16 0.04
0.10 0.05

0.01 0.03 0.03 0.03

a) Find the MAP detector. Put your answer in the decoding table below.

Also find the corresponding error probability.

P(C) = 0.12+0.25+0.08+0.10 = 0.55

y )A(MAP (y)

1 1

g f Ple)=1-PlC)=1-0.55=0.45
4 2

b) Find the ML detector. Put your answer in the decoding table below.

Also find the corresponding error probability.

c) Find the pmf p(X) of the channel input X.

Recall that to get the P matrix from the Q matrix, we multiply each
row of the Q matrix by the corresponding p(x). So, to get p(x), we
simply divides each row of the P matrix by the corresponding row in

P(C) = 0.12+0.25+0.03+0.03 = 0.43

y | R (Y)
1 1
2 2

=1-PlC)=1-0. =0.
3 3 Ple)=1-Plc)=1-0.43 = 0.57
4| 3

the Q matrix. (In fact, only one representative from each row is

enough.)

first column of the P matrix

N 04535 0.4 pues =
1 0.10/0.2:= 0.5
0.01/0.1:= 0.1

o_q‘ ot =1 N
0.5, <= 2,
0.1, oL = 3

o O thevrruise

4




Instructions
1. Separate into groups of no more than three persons. The group cannot be the same Name ID (last 3 digits)
as any of your former groups. Only one submission is needed for each group. Prapun 5 5 5

2. Write down all the steps that you have done to obtain your answers. You may not get
full credit even when your answer is correct without showing how you get your
answer.

3. Do not panic.

ECS 452: In-Class Exercise # 8
Date: 28 /02 /2019

1. Consider two random variables X and Y whose joint pmf matrix is given by

~ 4 x\y 1 2 3 4 1/8 0 1/8 0
e © tr 0| <« 1 1/8 0 1/8 0214 10’8152 1(;8 1(;4
l-r
Qalae 12 0o o lpo o |ys 18 o o0 | B
o Wa Vg Vo| 22 3 0 1/8 1/8 1/4| =>1/2
Zl Sl Zl 21
Calculate the following quantities. YV 1)a /o /4
= -2 | = ...ex_L' A _1
a. HX,Y)=-2 pleyileqg, pleys = g 2% T
(=y)
__2(-3) —1(-2)=6G*2=1 =2 35 [bits per
= 4_'( 3 ‘_'( ) 5 o [ S p T
// pair of symbols (X,Y)
b. H(X) First, we find p(x) by summingalong each row of the P matrix.

]
—Zfou\o?,fuu = - 7.:-4‘_—' ‘o'f)l-jfr 'j£l°3'-J£ =-1(-2)-1(-n= 7;'*21 =2=15
~ [bits per symbol]
H(Y) First, we find q(y) by summing along each column of the P matrix.
We then know that Y is a uniform RV with four equally-likely possibilities.
Alternatively, HLY) =-§ 15(/))4:3,%(_;')

There Forc, HiY) = log, 4 = 2 [bits per symbol]

= - ‘-:‘-1»':_"”]1%’
-2
H(YlX) 2-loq,2 =2
average) amount of randomness in

Y (but given that we know the value
of X). So the unit is per Y symbol.

- H(x,\f) ~K(X)=2.7%5-1.9 =1.25 = _“ﬁr [bits per symbol] z\lote that this is calculating the

Q matrix < can be found by scaling each row of the P matrix by 1

pled
12 0 1/2 0 J<**—[1/8 0 1/8 0 © pley 1o
12120 0 |<=*_[1/81/8 0 0 DY
0 141/412]<>2—| 0 1/81/8 1/4 s 2 2
H(Y|X =3)

—)

L We use the "x = 3" row of the Q matrix to calculate this conditional entropy.
We can alie Fiad RH(YIX=1D=H(XIX=22) =1.

- _2,‘_3;)0'3‘%, - %\o‘)’—ji = —izL-Z) —%L—i) s 32-. =1.§ Therefore, HLYIX) = %pUuH(_leJ

-

/
Same oy ~hat we 59'\-
tn pa-t (3.

o
+la

[bits per symbol] =1=1+%x+ 4=



ECS 452: In-Class Exercise # 9
Date: 07 /03 /2019

Instructions
1. Separate into groups of no more than three persons. The group cannot be the same Name ID (last 3 digits)
as any of your former groups. Only one submission is needed for each group. P rap un 5 5 5

2. Write down all the steps that you have done to obtain your answers. You may not get
full credit even when your answer is correct without showing how you get your

answer.
3. Do not panic.

1. Consider two random variables X and Y whose joint pmf matrix is given by P={0'2 0'2] Find 1(X;Y).
We use the formoula TSI =HORO Y ROY) - HIx,Y). 02 04
R(X,Y) cen be found A-‘red'l/ '(.rom the elements in the moitrix :
M(X,Y) =-omlog, 0.4 - 3x0.2l09,0.2 % 1.9219

H(x) c~d H(Y) can LG nro\n\A b)l -c:rs" '&-\A-'ns r(u.) ond %‘7} -Frmv\ te P M"'f;)g:

==0- q - 0. .6 & O. 10
H(x) °"\°‘jz°‘1 05‘03,_06 ar

0.2 o0l |—o0.4
P=|o.2 o
0-2 0-91—06 Q)= o0.9710 Se I(XY)x2706.9310 -1.9219

¢ L 1 Nete: You will get

O‘T D-(: X 0'\4 Y ove ;Acﬂ"':C&“/V Note:whentheanswerhereissmall,itisimpona‘—:\tmoat'ygg%gg o:t:,:.’:l:\ma
J:J"'VZLU‘\'GA- SO m/ anld nI\atkesurethatyou keep enough decimal paces in your places too early.
“z calculation.
have tre same &nf{o’)/'
O 4 0 6_ x0.6 ) O 24 0.36 P
2. Consider two random variables X and Ywhose§:[0.6,0.4] and Qz{ ' |- Find 1(X;Y) -
First, we £find the P wmatrix y scaling cach 0.7 0.3 oo >[o.28 o2
vow of the QL wmatiix \':)' Fhe corrc,s'o/d'.cﬁ pLe>. lz l'z
Ther, we follos the same ;nhof/ calcvlations as - %Ue.\'\':on ("), 36=[.°'52' o.‘-r%]

H(®,¥) = ~0.24 \oa\,,o.zq - o.Z?log,_O.Zi’ -0-36\03;0-36 -0 :.l¢>3 2012

g '1 ,qobo Al‘\'vno*:vc\/

H (X x=4,) =R ( [o4 0]) z0a%10
H(Y¥)xz:%,)=h(10.7 0.31) x0.9813

Hix) = —o.G,IOﬁ!o.c -0.4 lca‘o-ﬁ x0.9F10
RY) = —0.54\032_0.5'2.-0.'1?‘03,_0.‘1? %0.998% HY1X) = 2 poms HUY 1) 2 0:6% 09210 ro.10.3753 02351

T(%,) =HUY) -H(YIX) x 04993 —0.9351 20.063¥

L% )= HOw 1Y) - R Y) 20a710+0998% - 19060 20.063F important that you go back and maks sure

that you keep enough decimal paces in
your calculation.

04 0.6

3. (0 pt) Consider two random variables X and Y whose Q = [O 4 06

}.Find 1(X;Y).

Note that the two rows in O ore iden¥ical. This means Q()’l-t) does ot
deperd on . Tn other w:,-rAsJ kwnowing tre value of X does ~ot c\'\cmae_ e
(conditiona | ) I""f o-[ X. The_'e-polc , X ond Y ove :naepcnéen'}

which :Mf\:u I(x;7) =0,

See wnex¥y Paﬁe -For a wore A'.u.c,‘\' solution.

[ECS452_Exercise_CH_4_1 QB_3.docx]



Remark . Normo.l\yl o coleviate T (X5Y) yoo will need both B ~d Q.

SO, there must be some'\'k'ab s(«.’.a\ obovYy (. twet allows you
to get LUX)M) withouh R-

Divecx ca\co\u‘\' on

ALvle) = H([0-6 0M]1) 269310 fov any =

So,

4

BOIX) = éfw H(“\-')zo-ﬂmo%{m 2097310

S~
?

TUY) = HLY) “HLYIX) . 3o, we need MIY) which in tun
need %L)')

"'4 « >0 l
Let’s tey pur=dp &3 same '

o, ofheswise
Th‘nl F_ o GG. o ‘1. %

"7.,4\”, °+ ‘e vo\oc 0" f

Therefore | TUx;%) = HIY) - HLYIX) = 0.
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ECS 452: In-Class Exercise #10

Instructions Date: 08/03/2019
1. Separate into groups of no more than three persons. The group cannot be the same Name ID (last 3 digits)
as any of your former groups. Only one submission is needed for each group. Prapu n 5 5 5
2. Write down all the steps that you have done to obtain your answers. You may not get
full credit even when your answer is correct without showing how you get your
answer.
3. Do not panic.

For each of the following DMC's probability transition matrices Q, (i) indicate whether the corresponding
DMC is weakly symmetric (Yes or No), (ii) evaluate the corresponding capacity value (your answer should
be of the form X.XXXX), and (iii) specify the channel input pmf (a row vector p) that achieves the capacity.

Check that

(1) all the rows of Q are permutations of each other

and

(2) all the column sums are equal

——— L 2D =20
crossover prgbability Weakly C .
'o\ mmetric22—| N | araviase Lf ______________
7 binary entrgpy functi
This is the Q Yes. For BSC, 1 A \9C i3 achieved '7
_0 6 @ matrix for a BSC is c=1- Lf) vAaL kvm X o0a XL
@ 0.6 BSC. symmetric and =1<{h(o*) -
= ’ hence weakly x1-6.9%10 P- "L'i %—_]
symmetric. % 0.02906 [bpecu)

C s achieved b
g: })‘ng\%\ -HlxY) oniform X {h X2
Yes _ - 5o0.
_‘05'_‘1' Hl[_0505]) P =L:(‘_ 1 _3'_ 1‘;]

q
=2-1=1 LEPCUB
@X Note that Yhere 13 On\/ one non-2ero eleme~t
®x in cach colomn = Thls is NO" chawnnel
No =2C =\°ﬁ1lx\ D C is achieved %, vaiform X
=log, T2 404 A
@'/ Note that all Hre vows of @ arve +x same
_03 0.2 0.5 @)( =>Q(.y\a.) doe> not J.pma 6n R D XJLY
_03 0.2 0.5 No 2 1lx;Y) =0 fo- any fle) A"y 2 will 3:\/:

= C = 0.0000[ becy ) the same I(X;Y)=2(C =0,

S|='¢c'-'Fi¢¢=t|\7J cny reip r:.]
such that p  p. 20

Q'\d P.‘Tf,_:i

will worlk.



