
ECS 452: Digital Communication Systems 2017/2

HW 8 — Due: May 18, 4 PM

Lecturer: Prapun Suksompong, Ph.D.

Name ID3

Instructions

(a) This assignment has 8 pages.

(b) (1 pt) Work and write your answers directly on these provided sheets (not on other
blank sheet(s) of paper). Hard-copies are distributed in class.

(c) (1 pt) Write your first name and the last three digits of your student ID on the upper-right
corner of this page.

(d) (8 pt) Try to solve all non-optional problems.

(e) Write down all the steps that you have done to obtain your answers. You may not get full
credit even when your answer is correct without showing how you get your answer.

Problem 1. Consider the two signals s1(t) and s2(t) shown in Figure 8.1. Note that V and
Tb are some positive constants. Your answers should be given in terms of them.
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Graphically, the orthonormal basis functions φ1(t) and φ2(t) look as in Figure 5.5(b) and
the signal space is plotted in Figure 5.6. The distance between the two signals can be easily
computed as follows:

d21 =
√

E + E = √2E = √2
√

E. (5.35)

�

In comparing Examples 5.1 and 5.2 we observe that the energy per bit at the transmitter
or sending end is the same in each example. The signals in Example 5.2, however, are closer
together and therefore at the receiving end, in the presence of noise, we would expect more
difficulty in distinguishing which signal was sent. We shall see presently that this is the
case and quantitatively express this increased difficulty.

Example 5.3 This is a generalization of Examples 5.1 and 5.2. It is included princi-
pally to illustrate the geometrical representation of two signals. The signal set is shown

Figure 8.1: Signal set for Problem 1

(a) Find the energy in each signal.
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(b) Use the Gram-Schmidt orthogonalization procedure (GSOP) (where the signals are
applied in the order given) to find two orthonormal functions φ1(t) and φ2(t) that
can be used to represent s1(t) and s2(t).

(c) Find the two vectors that represent the two waveforms s1(t) and s2(t) in the new
(signal) space based on the orthonormal basis found in the previous part. Draw the
corresponding constellation.
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Problem 2. Consider the two signals s1(t) and s2(t) shown in Figure 8.2. Note that V , α
and Tb are some positive constants.

179 5.1 Geometric representation of signals s1(t) and s2(t)�
in Figure 5.7, where each signal has energy equal to E = V2Tb. The first basis function is
φ1(t) = s1(t)/

√
E. The correlation coefficient ρ depends on parameter α and is given by

ρ = 1

E

∫ Tb

0
s2(t)s1(t)dt = 1

V2Tb

[
V2α − V2(Tb − α)

]
= 2α

Tb
− 1. (5.36)

As a check, for α = 0, ρ = −1 and for α = 1
2 Tb, ρ = 0, as expected. The second basis

function is

φ2(t) = 1√
E(1− ρ2)

[s2(t)− ρs1(t)]. (5.37)

To obtain the geometrical picture, consider the case when α = 1
4 Tb. For this value of α

one has ρ = − 1
2 . As before φ1(t) = s1(t)/

√
E, whereas the second orthonormal function

is given by

φ2(t) = 2√
3V
√

Tb

[
s2(t)+ 1

2
s1(t)

]
. (5.38)

The two orthonormal basis functions are plotted in Figure 5.8. The geometrical representa-
tion of s1(t) and s2(t) is given in Figure 5.9. Note that the coefficients for the representation

of s2(t) are s21 = − 1
2

√
E and s22 =

√
3

2

√
E. Since s2

21 + s2
22 = E, the signal s2(t) is at a dis-

tance of
√

E from the origin. In general as α varies from 0 to Tb, the function φ2(t) changes.
However, for each specific φ2(t) the signal s2(t) is always at distance

√
E from the origin.

The locus of s2(t) is also plotted in Figure 5.9. Note that as α increases, ρ increases and
the distance between the two signals decreases. �
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Figure 8.2: Signal set for Problem 2

(a) Find the energy in each signal.

(b) Use the Gram-Schmidt orthogonalization procedure (GSOP) (where the signals are
applied in the order given) to find two orthonormal functions φ1(t) and φ2(t) that
can be used to represent s1(t) and s2(t).
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(c) Plot φ1(t) and φ2(t) when α = Tb
4

.

(d) Find the two vectors s(1) and s(2) that represent the two waveforms s1(t) and s2(t) in
the new (signal) space based on the orthonormal basis found in the previous part.

(e) Draw the corresponding constellation when α = Tb
4

.

(f) Draw s(2) when α = k
10
Tb where k = 1, 2, . . . , 9.
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Problem 3. In a ternary signaling scheme, the message S is randomly selected from the
alphabet set S = {−1, 1, 4} with p1 = P [S = −1] = 0.41, p2 = P [S = 1] = 0.08 and
p3 = P [S = 4] = 0.51. Find the average signal energy Es.

Problem 4. Consider a ternary constellation. Assume that the three vectors are equiprob-
able.

(a) Suppose the three vectors are

s(1) =

(
0
0

)
, s(2) =

(
3
0

)
, and s(3) =

(
3
3

)
Find the corresponding average energy per symbol.

(b) Suppose we can shift the above constellation to other location; that is, suppose that
the three vectors in the constellation are

s(1) =

(
0− a1
0− a2

)
, s(2) =

(
3− a1
0− a2

)
, and s(3) =

(
3− a1
3− a2

)
.

Find a1 and a2 such that corresponding average energy per symbol is minimum.
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Problem 5. Let g(t) be band-limited to 100 Hz and Eg = 8. Suppose the GSOP (where
the waveforms are applied in the order given) is used to find the orthonormal basis for the
following signal sets. Draw the corresponding constellation for each signal set. (Hint: We
can solve this problem without actually applying GSOP.)

(a) {sm(t) = (2m− 5) g(t) cos(2, 000πt), m = 1, 2, 3, 4}

(b)
{
sm(t) = g(t) cos

(
2, 000πt+ π

2
(m− 1)

)
, m = 1, 2, 3, 4

}

(c)
{
sm(t) = 1[0,2](t) cos(πmt), m = 1, 2, 3

}

Extra Questions

Here are some optional questions for those who want more practice.

Problem 6. Suppose s1 (t) = sinc (5t) and s2 (t) = sinc (7t). Note that in this class, we define
sinc (x) = sinx

x . Find

(a) Es1 ,

(b) Es2 , and

(c) 〈s1 (t) , s2 (t)〉.
Hint: Use Parseval’s theorem to evaluate the above quantities in the frequency domain. (Review:
See 2.43 on p. 22 and Example 2.44 on p. 23 of ECS332 2017 lecture notes and Problem 6 in
ECS332 2017 HW3.)

Problem 7. Prove the following facts with the help of Fourier transform.
(Hint: inner product in the frequency domain, Parseval’s theorem)

(a) The energy of p(t) = g(t) cos(2πfct+ φ) is Eg/2.

(b) g(t) cos (2πfct) and −g(t) sin (2πfct) are orthogonal.

Is there any condition(s) on g(t) that we need to assume?
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