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ECS 452: Digital Communication Systems 2017/2
HW 5 — Due: April 10, 4 PM

Lecturer: Prapun Suksompong, Ph.D.

Instructions
(a) This assignment has |§| pages.

(b) (1 pt) Work and write your answers directly on these provided sheets (not on other
blank sheet(s) of paper). Hard-copies are distributed in class.

(¢) (1 pt) Write your first name and the last three digits of your student ID on the upper-right
corner of this page.

(d) (8 pt) Try to solve all non-optional problems.

(e) Write down all the steps that you have done to obtain your answers. You may not get full
credit even when your answer is correct without showing how you get your answer.

Problem 1. Consider a single—parity—check@e. For each of the data block below,
find the corresponding codeword.

b X We simply add one bit to the end to makg even
010 | 0107 number of 1s in the codeword. Note that we use even
111 | 1111 parity because the code is assumed to be linear.
001 | 007:1:

Problem 2 For each of t]ag codes below, check whether it is a linear code.

We have shown in class that this

(a) C= {OOO ()01 100 101} checking can be performed in two
® ¢ < steps:
KON GO PG Yes. The sum of _any two ) 1) check that the zero codeword is
= = = codewords in the collection in the collection
ot et is still inside the collection. 2) check that the sum of any distict
(b) C = {COO, 10:)7 1107 111} non-ze_ro cpdewo_rds_ in the
collection is still inside the
No. 100+110=010 €C collection

(c) € ={001,100,101}

No. 000 is not a member. Any linear code must contains the zero codeword.
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Problem 3. Consider a block code whose generator matrix is
100101
G=|0100T11 k=3
001110 :
—_——
(a) Find the dimension k of this code. n=é :
(b) Find its code rate.
- 2
v b

(c) Suppose the message is b = [101]. Find the corresponding codeword x.
There are several equivalent ways to approach this problem.

1
1]:[101 6 1 1].
o

"

1
-]
Dhecal tat L@ =Zbyg " 2(16g”)[oc9™ )+ (12 4) - B2 s Lo 1 0 1]
Jli - -

1—'H-c j““" vow of &

1) We can simply use 4 00 1
e = )g e =01 D1][° e O

- a0

(d) For each of the following vectors, indicate whether it is a valid codeword for this code.

If yes, find the_message b that produces, it. If no, state_your_reason. ‘
==k e =T_’°1 ]"a- )"s] G = IﬂUﬁZ—J];.Vhﬁl@OE’} J l’1®l:’3) Ld&zj < %:_jlhc?éf::_g:ﬁ’ st satisty

(i) 011101%? b1®b;_=o®1 =1 Al of Yhere aovee wirbk tre bits
In pa-tcolar, b)'ll \l”z_®l"‘3:®1 =O ( w» the O‘wen ?rc.r."ior.

we know thet ' 1’1. La - L1®b3 :O@'] =1 Tlne.rc-Fom, es_ Pre veetor Vs Co valid :oaewoc]
nd

.r_r .l'l ‘.gdm“'a L - b':. o 11

codeword, The Fost (ll)u/[‘l/i/ol 1'< b1®1’3 =1®1=0 - 'Ti::, vot]:c s not -\»t-l-e sa~e 0> Tre wvalue

hree Lﬂs [y g b, L k =1®O =4 Yt e Qiven ve c.\-oy,‘rhc.rcf—o 'c/m, e 3;.,‘,.\ vec YTor
L" E‘ ¢ b s b1®b_’ = 1@0-1 s Ho* o \ﬂ-‘id COC_‘E,Wbld_

Problem 4. Consider a block code whose codewords are generated by x = bG where b is
the data block and

10101
G=|01011
11110
Let the row vector g*) represents the ith row of G. Observe that g = gV @©g®. Why is

. . (3
this bad? _pBotm g c= g g

The codewords for 110 and 001 are the same. So, even without bit corruption in the
observed vector, the receiver can't distinguish these two cases.

"

Remark: There are three rows in the generator matrix; hence, k =3 and each message block
has 3 bits. For no ambiguity at the receiver, we should have 2= 8 distinct codewords. The
observation above shows that some different message blocks map to the same codeword. In
fact, this code has only 4 distinct codewords. 5-2
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Problem 5. Consider each of the block codes whose codebooks are provided below. For
each code, is the code a linear code that is generated by a generator matrix? If yes, find the
corresponding generator matrix. If no, provide a counter-example to support your conclusion.

We read the structure of the bits in the codewords:

a
(a) c,= ]“1@"': C;3 b,® Ls@ by
c, =k -
b, b, b ¢ ¢, €; Cy. G ‘ ! C"‘bs
0 0 0]0 00 00| cs=b,
I’a 0 0 1 @®@® 9 We then check the rest of each column whether all the bits
LT 0/ 0D oW o satisfy the above structure or not.
0O 1 1|1 0 0 1 1 . .
Here, all the bits satisfy the above structure.
b, (o0 OO O o
' 1 0 111 1.0 1 0 Yes, it is a linear code.
1 1 040 1 0 0 1 %'-‘J 1 1 1 0 0
1 1 170 1 1 1 1 G=|low |[=|1 0 1 0 1
gtw o 0 1 1 0
(b)
We read the structure of the bits in the codewords:
l:‘ b‘ b) € €€, Cy C C,= L'l@Ll Cs "‘l® L‘@ B_,
00 0[0 000 0 c, =l Cq=by
b, (001 | © OO )@ 9" e b
LTI OO0 0 o+ T
0 1 111 0 0 1 1 We then check the rest of each column whether all the bits
b 00 @@@@@ ot satisfy the above structure or not.
]
1 0 11 1 mo This bit does not satisfy C., 'L1®l’z®‘°3'
1 1 0j]0 1 001 The corresponding message is 101.
1 1 110 1 1 1 1 So, h), 3L|®$L!) whith 3;,,,.tu 19010
11100(® 00110 wot o code word .
Y
NO;H"'& co&g v rﬂ-T
licecr.

Forthe rmore, W+ e cede Fro&uc.ocl Ly o Oa\ef«i'w m alrin G, Ther, when
W= 100l od ¥ [o 1 0] .
The c.orrn‘:o'd'-ﬂ) codeword for E“@é‘ﬂ wmost be
(o) e - L’&@®L @ =1100@00110 =11910 % 11110
R ——

Nyt
\ 7
gocicfmfa 5_8°d¢w°fa Puv',daa in e
[' ° 1] $or Wi for !g‘” (ode book.

So, there is no generator matrix that can generate this code.
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Problem 6. Consider the following encoding for a systematic linear block code:

e The bit positions that are powers of 2 (1, 2, 4, 8, 16, etc.) are check bits.
e The rest (3,5, 6, 7,9, etc.) are filled up with the k data bits.

This is a general {o Each check bit forces the parity of some collection of bits, including itself, to be even.
statement about

systematic — To see which check bits the data bit in position ¢ contributes to, rewrite ¢ as a
"”zar block sum of powers of 2. A bit is checked by just those check bits occurring in its
codqe. .

expansion.

We will consider the case when the codeword’s length n = 7.

(a) How many bits are check bits?
Hint: How many bit positions are powers of 27
Theve ave N+ bits in eoch codeword.
The checle bits ave defined bo be te Lids wlose positions are powevs of 2.
A“M.'i the postible pesitions (1,43, ... F), three pesitions P24, 22, 2n 4 are powers of 2.

So, thert ave three check Ll*‘ (Note trat le=P-3 =4 bi‘h) sikien os ¥iw \ 03i}ien O‘F
(b) “Find the generator matrix G for this code. :; :' s ‘.ﬂ.. 4 rs
1
Let Py, Py be ¥ check bits  and Fo- "‘“"‘r'= dy in i ¥he
J J!‘J“J Ly the data bits reii"'-’%“:ﬂ'ﬁu r.-un ot 2 a=3" Pos Yo, So it i
Then cosh G?JCM'J fs of the ‘r‘m » -L&‘{‘} ’(-.‘ ‘-; “ = 2 t 2' + 0. U!CJ ta Yle
=lpn P J ‘J ] ey °j
Fﬂubhiﬂs e moé:nj {1 o 1 0 10 1 — h@ y ™o ...® Py o £y
instvuctions, we express 0 11 6 0 1 14 r,@c] J,@cl.‘ == ...®

h'(_ roﬂ"‘:cﬂ vnlues Ha) L:"ﬂ')f 0O 0 O 14 14 4 94 -— rz@J’.C)JJ@A -9 .._@

Koo By Ry omg n Ry lr
Py Pu J‘ Ps J. J; J‘ - é!ﬂ BJ ‘&'&\as even
1191 oo o 0 part iy
l-33 1606 4 2+ 0 0 é: I. s JQQJ‘OJ
o1 0 ¢+ © 1 0 J J J
1406 1+ p o0 Py = @, @9,8¢7,

(¢) Find the corresponding parity check matrix H.

W1 il o 8 BB o DB O @
_®9°E'°°a=014 0
G'@g_o?be‘-" H 1w =24

@283 d 8l ea o'm A
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Extra Questions

Here are some optional questions for those who want more practice.

Problem 7 (Carlson and Crilly, 2009, P13.2-1). In mathematical analysis, a function d(x,y)
is a “true” distance if it satisfies all of the following properties:

(i) positivity: d(x,y) > 0 with equality if and only if x =y
(ii) symmetry: d(x,y) = d(y, x)
(iii) triangle inequality: d(x,z) < d(x,y) +d(y,z)

Is the Hamming distance a “true” distance? (Prove or disprove)
Hint: For the triangle inequality, first consider the number of 1s in u, v, and uép v and

confirm that d(u,v) < w(u) + w(v). Then, from this inequality, replace u by x @y and v
by y @Z. F?ol?,L/ Jr‘:aﬂ':onj e can write JLQJ r)awlz® x). <

(4) Becowse AL, ¥) is the weight of the veclor 2@y,
which s s?mfl/y eomﬂnﬁ Bas ia @O
it alweys 0.
Next, soppose 22y . Then, 2@ % 22 ond dlx, y) 2w (g®y)=w(2):0.
suppose % # . Them, there must Le atr lesstr owe pori¥ion where corespending wolues
are d:flerent ir % Ond y . Th tmdic thee merd bo ot leest
o 1 in R@ Y ond hence
din,y)rswila®v )21 >0
Terafore, i, v) 20 i ond only if ® =y, £0
(44) Becavse m@x = 2O,
o, y)ew(a®y)s w(y®2)diy,2)

(,.'o'y') Tf:aﬂj“ ing*.nn.“ﬁ'/
First we show thal for any pais of veckor o ond v,
c‘(.fe..\:) £ wrlas) v vol)

tecoll trat dig ¥)zw(w® W)
ond thet T XOR o{n-‘.ﬁoﬂ wil\ g:-re a 1 itfF we hawve 1®o or e®1.

Let A ba the set
of P ?.I:+:.N of
1 in -4

ja] = ve(e)

Let B ba #he set
of P P«a:‘i':anx of

1 ia v,

18] = wely)

Observe tmat thae artas give the peritions of vl «®Y
—

l

Theredfore, wi@@e) =) ¥ | { W) v ) (b comparing ¥t eves i
e Verna's Jlaaram)
Now, let¥ < = 2®Y ond = 2YOR -

Fro~ the above ;ncq‘ua];@i—) we have
w(e®YOLOE) Lw( @ x)+w(L®R)
;“——-'
e
(I~ 6FL3) v@r=2)

Memee, d(2,2) <dis,¥) +dC Y, 2)
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Problem 8 (Carlson and Crilly, 2009, P13.2-2 and P13.2-3). Consider a block code. Suppose
x is the transmitted codeword and that y is the vector that results when x is received with
1 > 0 bit errors. Use the triangle inequality for the Hamming distance to show that

(a) if the code has dy, > ¢+ 1 and if ¢ < ¢, then the errors are detectable.
Recall trar, Yo detect error(s), we simply check whether the veceived vector y is a valid code word.
The errors in Y. are detectable i§4 Y is net a valid code werd .

C-oas'.dl' an); udgw.od c ee thot i3 not .

From Lev < "J...:.‘ cl(‘&..S) CJLx,z] diy, =) -T w(&) -l-cl(,z,c_._) sﬂhgtz,s)
. : . . T i
5:«;[ by Je.-l: v¥on of +"M3k m.wl'}/ 2Or=¢ ﬂ:vcn
eing oo (wie) t£)

we Wowe c.l( y_J-C_) ‘7,1 > 0, So, Y. cannct be the Some as “"‘}’ coclcwcm!' :..G.

(unless y2 =&, in Which coue, Tre is no erver to detect.)

Heace, the evrors in y ove detecthable,

(b) if the code has duy, > 2t + 1 and if ¢ < ¢, then the errors are correctable by the
minimum distance decoder.

Cons.der ony code verd =3 el thot is not .

From 2k+r1 £ J‘““ J(‘(,E) <JLK)Z) JLZ,_) }WC&)'FJLX Sti-étz's)
7 X .
3:""‘/\ By AG‘F:n‘.-]—',eﬂ OF +':M3h :A.WI‘*}’ 2‘-@!'5 q;\fﬂh
L.:.‘j Sin (wie) st

we bowe J(-‘L;.‘.) >,t“‘| >t

How&f‘fa J(y_JJ&J = w(g) It . qu x_ s clbtlv te "~ $han QA/ okrer va\iJ CDJ!‘M?J_
Hlncg’ when b is akltf!'lda $he ~in J-’-h"‘“. JCCGJIV wil) ouiru-" ”

¢orv¢c"|':n3 all tre errors in -
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