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ECS 452: Digital Communication Systems 2017/2
HW 1 — Due: Feb 9, 4 PM

Lecturer: Prapun Suksompong, Ph.D.

Instructions
(a) This assignment has |§| pages.

(b) (1 pt) Work and write your answers directly on these provided sheets (not on other
blank sheet(s) of paper). Hard-copies are distributed in class.

(c¢) (1 pt) Write your first name and the last three digits of your student ID on the upper-right
corner of this page.

(d) (8 pt) Try to solve all non-optional problems.

(e) Write down all the steps that you have done to obtain your answers. You may not get full
credit even when your answer is correct without showing how you get your answer.

Problem 1. To determine whether a code (or an encoder) is non-singular, uniquely decod-
able, or prefix-free, it is not necessary to consider the whole codebook. Many questions of
this type will give only the collection (or list) of codewords that the code uses.

Consider the code {0,01}.

(a) Is it nonsingular?

Yes, it is non singular. The two codewords are different.

(b) Is it uniquely decodable?
Yes, it is UD. Given a sequence of codewords, first isolate occurrences of 01 (i.e., find all the ones) and

then parse the rest into 0's.

(c) Is it prefix-free?
No, the code is not prefix-free. The first codeword (0) is a prefix of the second codeword (01).

Remark: Observe that we can specify whether a code is nonsingular, uniquely decodable, or
prefix-free even when there is no information about the shared alphabet nor the pmf of the
DMS symbols 1-1
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Problem 2. In this question, each output string from a DMS is encoded by the following
source code:

Codeword ¢(z)
] Code tree:
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(a) Is the code prefix-free?

From the code tree, all the codewords are located at leaf nodes of the tree.
So, yes, the code is prefix-free.

(b) Is the code uniquely decodable?
Yes, any prefix-free code is uniquely decodable (UD).

(c¢) Suppose the DMS produces the string ‘audio’. Find the output of the source encoder.
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(d) Suppose the output of the source encoder is
0001(;/0;/0009/001/01/0000/ﬁ/041/00,1/0000
o d e’ id eed v e

Find the corresponding source string produced by the DMS. Use “/” to indicate the
locations where the sting above is split into codewords.

odeideadie

Problem 3. Consider the random variable X whose support Sx contains seven values:
SX = {.’L’l,ZL‘Q,. . .,1’7}.

Their corresponding probabilities are given by

T T i) x3 Ty Iy Tg Wit
px(z) | 0.49 | 0.26 | 0.12 | 0.04 | 0.04 | 0.03 | 0.02
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(a) Find the entropy H(X).

R = l'E[‘o?)t]:xLX)] '2 Px o) \°‘Jz Pxle) = 2.0128 bits per s)ﬂv‘\s'l

(b) Find a binary Huffman code for X.
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(c¢) Find the expected codelength for the encoding in part (b).

IE[)CLK)] = 170.49 + 2% 0.26 +3 0,12 + 5x Lzuo.ow +0.,0% 1*0-02.)

.0
2:oF -

= 2.02 ki“'s ref sy-nl:u\ 0.1%

Problem 4. Find the entropy and the binary Huffman code for the random variable X with
pmf

[z z=12...6
pX(x)—{ 0, otherwise.

Also calculate E [¢(X)] when Huffman code is used.
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Problem 5. Consider a random variable X whose support is Sy = {z1,zs,...,2,}. Let
pr = px(zx). Then, the entropy of X is

H(X) == px (x)logopx () = = > _ i (logopy).

As discussed in class, observe that the entropy of X does not depend on the specific values
X1, To, ..., T, in its support. The entropy is a function of the probability values py, pa, ..., pn
in the pmf. Therefore, to calculate entropy, it is enough to specify these probabilities. From
this observation, we may write the entropy as a function H(p) of a probability vector p
constructed from (positive probabilities in) the pmf. B B

In general, given a probability vector p = [p1, pa, . . ., ps] whose elements are nonnegative
and sum to one, we calculate the corresponding entropy value by

H(p) == pi (logops).

In each row of the following table, compare the entropy value in the first column with
the entropy value in the third column by writing “>”, “=", or “<” in the second column.

Watch out for approximation and round-off error.
Each entropy value can be calculated directly from the given row vectors,

Here, we use a MATLAB script (entropy2.m) to do this task. See 2.44 in the lecture note.

0.8813=| H(p) when p =[0.3,0.7]. )| 7 | H(q) when q = [0.8,0.2]. = 0.7219
1.5710=| H(p) when p = [0.3,0.3,0.4]. L)l = | H(q) when q =[0.4,0.3,0.3]. |= 1.5710
0.3, ze{l,2},

1.9710% | H(X) when p(z) = { 0.2, =€ {3,4},¢) 7 | H(q) when q = [0.4,0.3,0.3). | = 1.5710
0, otherwise.
A swmovter w7 Yo solve i r.augm (wiﬂnoui' cL Cc-|cu\n.'\'b')

e) Note +that H(R) = RH(0.3) and H(%) =R(0-¢)
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c) H(x): —D.}\Q%zo-'b -— 0.3105;_0.3 -O-l_l_oazo-?. -0.7.105;°'f-

Rlas) = -oaleg, 6-5 — ©.310g ,0.3(~0.4 log, 6.4t
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Problem 6. These codes cannot be Huffman codes. Why?
(a) {00,01,10,110}
(b) {01, 10}
(c) {0,01}

(a) The code {00,01 10 can be (b) The code {01,10) can be shortened to
shortened to {00,01, 10 The {0,1}. The prefix-free pr_oper:ty is preserved;
prefix-free property is preserved; so so the shortened code is :.stlll ubD. )

the shortened code is still UD. Regardless of the probabilty associated
Regardless of the probabilty with each source symbol, the shortened
associated with each source symbol code will have smaller expected length.

(as long as the last symbol has Because Huffman code is optimal, the
non-zero probability), the shortened original code can't be Huffman.

code will have smaller expected
length. Because Huffman code is
optimal, the original code can't be

(c) The code {0,01} is not prefix-free. Any
Huffman.

Huffman code must be prefix-free.
Therefore, it cannot be a Huffman code.

Alternatively, one can also use the same
reasoning in part (a) and (b): The code
{0,01) can be shortened to {0,1}. The new
code is prefix-free and hence still UD.
Regardless of the probabilty associated
with each source symbol, the shortened
code will have smaller expected length.
Because Huffman code is optimal, the
original code can't be Huffman.
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Extra Questions

Here are some optional questions for those who want more practice.

Problem 7. (Optional) The following claim is sometimes found in the literature:

“It can be shown that the length ¢(x) of the Huffman code of a symbol = with
probability px (z) is always less than or equal to [—log, px(z)]”.

Even though it is correct in many cases, this claim is not true in general.
Find an example where the length ¢(z) of the Huffman code of a symbol x is greater than
[—log, px ()]

Hint: Consider a pmf that has the following four probability values {0.01, 0.30, 0.34, Qé_ik
A

Following the hint, we create a Pxt*® cle) L) r'l"jl- l’xl‘”.) TQLS zti;lumn is
Huffman code from the added for
suggested probability values o-01 >° 0.4 =2 0.6S 000 3 < + comparison

0.30 / o, | eot 3 2.

0.94% 1 o1 2 = 2

0.35 1 1 { 2

T
Vvse ceil (-loga( - ))
in MATLAB

The claim soys Ly < \-“Oj,‘f,‘(“)\ fo- any et

Here, we ;ow\d o care wilere .e[_‘) 7 r-lota‘_ rx(ﬂ;‘.

Tk:.n.-{on.) the claim is mot trve in 36-'\““\.

Problem 8. (Optional) Construct a random variable X (by specifying its pmf) whose cor-
responding Huffman code is {0, 10, 11}.

{0,101} iy & Hoffman code . Note that the answer for this question is not unique.

/2, ®=1 You may check that
Pxt = {UH, x=12,3 1-2p, #=1
= ws=123
oervii.e . _ Px ) r- .,
o_ i 1-2p \ 'S otermise
f,.‘-‘u clx) P > 7'?/1 works when

i P 1-2p 2
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g \O A guarantee thatx =2 and x =3 4 i
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