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Date: _ _ / _ _ / 2019 
Name ID (last 3 digits)

U
V
W
X
Y
Z

A
B
C
D
E
F
G
H
I
J
K
L
M
N
O

Q
P

R
S
T

1
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3
4
5
6
7
8
9
0

The source alphabet is the collection of all possible
source symbols. Therefore, it can be easily extracted
from the codebook:

{E, L, M, N, O}

The code alphabet is
the collection of all
possible code
symbols that we can
used to construct the
codewords.

Caution: the code alphabet is NOT the
collection of all possible codewords.

Here, we see that the symbols used for
each codeword are 0 and 1. Therefore,
the code alphabet is {0,1}

011100011101 10111110110

A code is nonsingular if different source symbols
are mapped to different codewords.

All five codewords in the codebook are different.
Therefore, yes, the code is nonsingular.

All five codewords in the codebook are different.
Therefore, yes, the code is nonsingular.yes yes

L E M O N
M E L O N

LEMON MELONDecode string: Decode string:

3B
V7
IJS

S8E

There are other solutions as well.
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E 0.42   

L 0.17   

M 0.08 1011  

N 0.08   

O 0.25   

 

 

Date: _ _ / _ _ / 2019 
 

Name ID (last 3 digits)

Yes, no codeword is a prefix of another codeword. Yes, no codeword is a prefix of another codeword.
Observation: Any fixed-length non-singular codes
are also prefix-free.

Remark: Some codewords have other codewords as their
suffixes. However, we only consider prefix, not suffix.

0.16
0.33

0.58
1

The tree can be contruct by
following Huffman's recipe.
The grouping orders are
indicated by circled
numbers.
The code symbols on each
branch are forced by having
to make 1011 the codeword
for M.

0

100

1010

11

1

3

4

2

4

The length of all code word is 3.
Therefore,

3 bits per source symbol

= 0.42x1 + 0.17x3 + (0.08+0.08)x4 + 2x0.25
= 0.42 + 0.51 + 0.64 + 0.50
= 2.07 [bits per source symbol]
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Date: _ _ / _ _ / 2019 
Name ID (last 3 digits)

1 2x x
1 2, 1 2,X Xp x x 1 2,x x

0.2x0.2 = 0.04

0.2x0.3 = 0.06

0.2x0.5 = 0.10

0.3x0.2 = 0.06

0.3x0.3 = 0.09

0.3x0.5 = 0.15

0.5x0.2 = 0.10

0.5x0.3 = 0.15

0.5x0.5 = 0.25

0.10

0.15

0.20

0.25

0.30

0.45

0.55

1

4

4

3

4

4

3

3

3

2

0.2

0.3

0.5

0.5
1

2

2

1

0.2x2 + 0.3x2 + 0.5x1 = 1.5 bits per source symbol

(0.04+0.06+0.06+0.09)x4 + (0.10+0.15+0.10+0.15)x3 + 0.25x2
= 0.25x4 + 0.5x3 + 0.5 = 3 bits per two source symbols.

1.5 bits per source symbol

Same as part (a). So, the second-order extension does not help in this case.

The grouping orders are indicated
by circled numbers.

Note that there are many
possible solution. This is just
one of them.

Remark: The problem does
not ask us to find the
codewords. Only the codeword
lengths are needed. Once the
tree is formed, we can read the
codeword lengths directly.

Remark: The problem does not ask us to find the codewords.
Only the codeword lengths are needed. Once the tree is
formed, we can read the codeword lengths directly.

The grouping
orders are
indicated by
circled numbers.

Note that even when the Huffman'recipe is followed strictly, there are many possible
solutions. For example, at Step 3, there are three choices of 0.1 that we can choose.

08 02

Prapun 5 5 5



ECS 452: In-Class Exercise # 4 

 

 

 

 
 

 

 

 

 

 

 

Date: _ _ / _ _ / 2019 
 

Name ID (last 3 digits)

0.737

-0.5108
0.6931

0.7370

Method 1 Method 2

-0.2218
0.3010

0.7369

-1.3219 -0.7370

0.5288 0.4422

0.971

[bits]

-3.3219 -2.3219 -1.3219

2.1219 bits

-1.2515 -2.5564 -3.6439 -2

2.0433 bits

7.000
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Date: _ _ / _ _ / 2019 
 

Name ID (last 3 digits)
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1
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3 3

x y

0.12 0.16 0.08 0.04

0.10 0.25 0.05 0.10

0.01 0.03 0.03 0.0

\ 1 2 3 4

1

2

3 3

x y
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 P

 P

y x y  

1 3 
2 1 
3 1 
4 3 

 

P

Date: _ _ / _ _ / 2019 
Name ID (last 3 digits)

Q P

0.12 0.16 0.08 0.04

0.10 0.25

\ 1 2 3 4

1

2

3 .

0.05 0.10

0 01 0.03 0.03 0.03

x y

P

0.12 0.16 0.08 0.04

0.10 0.25

\ 1 2 3 4

1

2

3 .

0.05 0.10

0 01 0.03 0.03 0.03

x y

P

0.12 0.16 0.08 0.04

0.10 0.25

\ 1 2 3 4

1

2

3 .

0.05 0.10

0 01 0.03 0.03 0.03

x y

P
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0.3 0.4 0.2 0.1

0.2 0.5

\ 1 2 3 4

1

2

3 0

0.1 0.2

.1 0.3 0.3 0.3

x y

Q

0.12 0.16 0.08 0.04

0.10 0.25

\ 1 2 3 4

1

2

3 .

0.05 0.10

0 01 0.03 0.03 0.03

x y

P

 Find the MAP detector. Put your answer in the decoding table below.  
Also find the corresponding error probability.
 

y MAPx y  

1  
2  
3  
4  

 

 Find the ML detector. Put your answer in the decoding table below.  
Also find the corresponding error probability.

y MLx y  

1  
2  
3  
4  

 ( )p x

Date: _ _ / _ _ / 2019 
Name ID (last 3 digits)

1
2
1
2

= 0.12+0.25+0.08+0.10 = 0.55

= 1- = 1-0.55 = 0.45

1
2
3
3

= 0.12+0.25+0.03+0.03 = 0.43

= 1- = 1-0.43 = 0.57

Recall that to get the P matrix from the Q matrix, we multiply each
row of the Q matrix by the corresponding p(x). So, to get p(x), we
simply divides each row of the P matrix by the corresponding row in
the Q matrix. (In fact, only one representative from each row is
enough.)

0.12/0.3 = 0.4
0.10/0.2 = 0.5
0.01/0.1 = 0.1

first column of the P matrix

first column of the Q matrix
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Date: _ _ / _ _ / 2019 
Name ID (last 3 digits)
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First, we find p(x) by summing along each row of the P matrix.

First, we find q(y) by summing along each column of the P matrix.
We then know that Y is a uniform RV with four equally-likely possibilities.

[bits per pair]

[bits per symbol]

[bits per symbol]

[bits per symbol]

[bits per symbol]

can be found by scaling each row of the P matrix by

We use the "x = 3" row of the Q matrix to calculate this conditional entropy.

Note that this is calculating the
(average) amount of randomness in
Y (but given that we know the value
of X). So the unit is per Y symbol.

pair of symbols (X,Y)

1/8 0 1/8 0
1/8 1/8 0 0
0 1/8 1/8 1/4

1/8 0 1/8 0
1/8 1/8 0 0
0 1/8 1/8 1/4

1/2 0 1/2 0
1/2 1/2 0 0
0 1/4 1/4 1/2
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0.2 0.2

0.2 0.4
P ;I X Y

 
0.4 0.6

0.7 0.3
Q ;I X Y

 
0.4 0.6

0.4 0.6
Q ;I X Y

Date: _ _ / _ _ / 2019 
Name ID (last 3 digits)

07 03
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Note: when the answer here is small, it is important that you go back
and make sure that you keep enough decimal paces in your
calculation.

Note: when the answer here is small, it is
important that you go back and make sure
that you keep enough decimal paces in
your calculation.
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Q 
Weakly 

Symmetric?
C p 

0.6 0.4

0.4 0.6
 

   

0 0 0.5 0.5

0.5 0 0 0.5

0.5 0.5 0 0

0 0.5 0.5 0

 

   

0.5 0 0 0.5 0 0

0 1 0 0 0 0

0 0 0 0 0 1

0 0 0.5 0 0.5 0

 

   

0.3 0.2 0.5

0.3 0.2 0.5
 

   

Date: _ _ / _ _ / 2019 
Name ID (last 3 digits)

This is the Q
matrix for a
BSC.

BSC is
symmetric and
hence weakly
symmetric.

Yes. For BSC,

crossover probability

Check that
(1) all the rows of Q are permutations of each other
and
(2) all the column sums are equal

08 03
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10

binary entropy function

This is computed in the
previous exercise already.


