
ECS 315: Probability and Random Processes 2014/1

HW Solution 13 — Due: Not Due

Lecturer: Prapun Suksompong, Ph.D.

Problem 1. Complete the table below. Make sure that you use the definitions/notations
that are presented in class.

X ∼ Support (SX) pmf/pdf on SX EX VarX
U ({n, n+ 1, . . . , n+ d})

Bernoulli(p) {0, 1}
{

1− p, x = 0,
p, x = 1.

p p(1− p)

Binomial(n, p)
G0(β) {0, 1, 2, . . .}
G1(β) N 1

1−β
P(α)

U (a, b)
E(λ) λe−λx

N (m,σ2) (−∞,+∞) 1√
2πσ

e−
1
2(x−mσ )

2

m σ2

Solution : Try to complete the table on your own. This table may be useful for the final
exam.

Problem 2. In this question, we will explore the relationship between exponential random
variable and geometric random variable.

(a) Start with an exponential random variable X whose parameter is λ. What is its pdf?

(b) What is the probability that X is in the interval [a, b) for constants b > a ≥ 0?

(c) What is the probability that X is in the interval Ik = [(k − 1)T, kT )? Assume T is
a positive real number and k is a positive integer. We will denote this probability by
pk = P [X ∈ Ik].

(d) Consider the sequence of numbers p1, p2, p3, . . . where pk = P [X ∈ Ik] defined above.
Are these pk’s agrees with a pmf of a geometric random variable? If so, what is the
value of the parameter β for this geometric random variable?
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(e) Let Y = bXc where b · c is the floor function. Describe the random variable Y . (Con-
tinuous or discrete? What is its pdf/pmf?)

Solution :

(a) fX(x) = λe−λxu(x) where u(x) = 1[0,∞)(x).

(b) Recall that FX(x) = 1− eλx. So, P [a ≤ X < b] = F (b)− F (a) = e−aλ − e−bλ .

(c) pk = P [(k − 1)T ≤ X < kT ] = e−(k−1)Tλ − e−kTλ = e−(k−1)Tλ
(
1− e−Tλ

)
. Note that

this is valid for k = 1, 2, . . ..

(d) Because pk = e−(k−1)Tλ
(
1− e−Tλ

)
= βk−1 (1− β) where β = e−Tλ, the sequence pk

agrees with the geometric1 pmf with parameter β = e−Tλ .

(e) Here, Y = k when k ≤ X < k + 1. Note that Y is integer-valued and hence it is a

discrete random variable. At this point, you may try to redo all the calculations above
to find pY (k) which will be similar to what we have done to find pk in the previous
parts. Alternatively, we can try to use the old results by realizing that pY (k) = pk+1

with T = 1. Hence, the pmf of Y is

pY (k) = βk (1− β) where β = e−Tλ for k = 0, 1, 2, . . . .

So, Y is G0(β) with β = e−λ .

See also Theorem 3.9 in [Yates & Goodman, 2005].

Problem 3. Consider the function

g(x) =

{
x, x ≥ 0
0, x < 0.

The function g operates like a half-wave rectifier in that if a positive voltage x is applied,
the output is y = x, while if a negative voltage x is applied, the output is y = 0. Suppose
Y = g(X), where X ∼ U(−1, 1). Plot the cdf of Y .

Solution : See the handwritten solution. [Gubner, 2006, p. 197–198]

13-2



ECS 315 HW Solution 13 — Due: Not Due 2014/1

Problem 4. Suppose the elements of a 1×n random vector A and an n×n random matrix
B are all i.i.d. random variables with shared pmf

pX (x) =


1/2, x = 1,
1/4, x = 2, 3,
0, otherwise.

(a) Let C = 1
n

(
A×AT

)
. Use the law of large numbers to estimate the value of C when

n is large.

(b) Let D = 1
n

(
B×BT

)
. Use the law of large numbers to estimate the values of the

elements inside matrix D when n is large.

Solution : First, note that

EX =
1

2
× 1 +

1

4
× 2 +

1

4
× 3 =

7

4
= 1.75, and

E
[
X2
]

=
1

2
× 12 +

1

4
× 22 +

1

4
× 32 =

15

4
= 3.75.

(a) Let Ai be the ith element in the random (row) vector A. Note that C = 1
n

(
A×AT

)
=

1
n

n∑
i=1

A2
i . Now, because the Ai’s are i.i.d., we also know that the A2

i ’s are i.i.d. By the

law of large numbers, this implies

C → E
[
A2
i

]
= E

[
X2
]

= 3.75.

Therefore, when n is large, C will be close to 3.75 .

(b) For a matrix M, define Mi,j to be the entry in the ith row and jth column of the
matrix M. Now,

Di,j =
1

n

n∑
k=1

Bi,k

(
BT
)
k,j

=
1

n

n∑
k=1

Bi,kBj,k.

Let Yk = Bi,kBj,k. Then, note that Y1, Y2, . . . , Yn are i.i.d. Therefore, as n→∞,

Di,j → E [Bi,kBj,k] =

{
E
[
B2
i,k

]
, i = j,

E [Bi,k]E [Bj,k] , i 6= j,
=

{
E [X2] , i = j,

(E [X])2 , i 6= j.

Therefore, when n is large,

• the (main) diagonal entries of matrix D will be close to 3.75 and
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• the entries outside the main diagonal will be close to 1.752 = 3.0625 .

Problem 5. A student has passed a final exam by supplying correct answers for 26 out of 50
multiple-choice questions. For each question, there was a choice of three possible answers, of
which only one was correct. The student claims not to have learned anything in the course
and not to have studied for the exam, and says that his correct answers are the product
of guesswork. Use Table 3.1 and/or Table 3.2 from [Yates & Goodman, 2005] to determine
whether you should believe him.

Solution : This problem can be approached as follows: take as hypothesis that the
student did guess at all the answers and calculate the probability of identifying 26 or more
correct answers through guesswork. If this probability is below a threshold value you have
chosen in advance, you judge that the student is bluffing.

If all the answers are guessed at, then the number of correct answers can be seen as the
number of successes in n = 50 independent trials of a Bernoulli experiment having a success
probability of p = 1/3. The binomial probability model is thus applicable.

A generally useful method of determining whether 26 correct answers is exceptional
is based on finding out how many standard deviations lie between the observed number
of correct answers achieved and the expected number. To do so, a quick approach is to
approximate the binomial distribution with parameters n = 50 and p = 1/3 by a normal
distribution with expected value np = 50/3 ≈ 16.67 and standard deviation

√
np(1− p) =

10/3 ≈ 3.33. So, the observed value of 26 correct answers lies

26− 50
3

10
3

= 2.8

standard deviations above the expected value.
Note that it is useful to remember as a rule of thumb that the probability of a normally

distributed random variable taking on a value lying three or more standard deviations above
the expected value is very small (the probability is 0.00135). To be more precise, from Table
3.1, we get 1− Φ(2.8) ≈ 1− 0.99744 = 0.0026.

From the analysis above, we see that the probability of such a deviation occurring is quite
small. There is very good reason, therefore, to suppose that the student is bluffing, and that
he in fact did prepare for the exam.
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